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Artificial intelligence and machine learning power many technologies today, from spam filters to self-driving cars to medical decision assistants. While this revolution has hugely benefited from algorithmic developments, it also could not have occurred without data, which nowadays is frequently procured at massive scale from crowds. Because data is so crucial, a key next step towards truly autonomous agents is the design of better methods for intelligently managing now-ubiquitous crowd-powered data-gathering processes. This dissertation takes this key next step by developing algorithms for the online and dynamic control of these processes. We consider how to gather data for its two primary purposes: training and evaluation.

In the first part of the dissertation, we develop algorithms for obtaining data for testing. The most important requirement of testing data is that it must be extremely clean. Thus to deal with noisy human annotations, machine learning practitioners typically rely on careful workflow design and advanced statistical techniques for label aggregation. A common process involves designing and testing multiple crowdsourcing workflows for their tasks, identifying the single best-performing workflow, and then aggregating worker responses from redundant runs of that single workflow. We improve upon this process by building two control models:
one that allows for switching between many workflows depending on how well a particular workflow is performing for a given example and worker; and one that can aggregate labels from tasks that do not have a finite predefined set of multiple choice answers (e.g. counting tasks). We then implement agents that use our new models to dynamically choose whether to acquire more labels from the crowd or stop, and show that they can produce higher quality labels at a cheaper cost than state-of-the-art baselines.

In the second part of the dissertation, we shift to tackle the second purpose of data: training. Because learning algorithms are often robust to noise, training sets do not necessarily have to be clean and have more complex requirements. We first investigate a tradeoff between size and noise. We survey how inductive bias, worker accuracy, and budget affect whether a larger and noisier training set or a smaller and cleaner one will train better classifiers. We then set up a formal framework for dynamically choosing the next example to label or relabel by generalizing active learning to allow for relabeling, which we call re-active learning, and we design new algorithms for re-active learning that outperform active learning baselines. Finally, we leave the noisy setting and investigate how to collect balanced training sets in domains of varying skew, by considering a setting in which workers can not only label examples, but also generate examples with various distributions. We design algorithms that can intelligently switch between deploying these various worker tasks depending on the skew in the dataset, and show that our algorithms can result in significantly better performance than state-of-the-art baselines.
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Chapter 1

INTRODUCTION

Research in artificial intelligence and machine learning has exploded in the last decade, bringing humanity to the cusp of self-driving cars, digital personal assistants, and unbeatable game-playing robots. While the exponential improvement in ability can be attributed to many factors, including the advancements of core machine learning algorithms, perhaps the most important driver is the unprecedented availability of massive amounts of data. More data is always better, and the rise of crowdsourcing has contributed to making data very cheap and very abundant, with large technology companies like Google and Microsoft heavily relying on internal crowdsourcing platforms to power their machine learning systems.

Crowdsourcing is powering artificial intelligence, and artificial intelligence is revolutionizing the world. This dissertation envisions the natural next step: artificial intelligence that powers crowdsourcing, completing the loop that will bring us closer to truly autonomous thinking machines. Imagine the following agent: while reading a newspaper to keep up with current events, it sees a verb it doesn’t understand. Instead of doing nothing, it launches into learning mode. It asks the crowd to provide sentences that use this verb and similar verbs to help it train its natural language understanding algorithm. It might also ask the crowd to label examples from the web that it finds confusing or ambiguous. Later on, it tests itself, by attempting to form sentences with that verb and asking the crowd whether its usage is correct, perhaps dynamically increasing the number of people it asks if the initial ones disagree. Then, it fine-tunes its hyper-parameters, rinses, and repeats.

Instead of passively waiting to be given a manually curated dataset by its machine learning practitioner overlord, this agent is able to actively seek out data from the crowd, intelligently gathering the examples and labels that will help it best improve. Unfortunately,
such an agent is still far-off today. Despite progressing to super-human intelligence in so many facets of life, machines still need to be told by humans how to learn what they wish to learn. At a higher level, while machines have become very good at the execution of machine learning, they are not very good at the management of machine learning. A key next step towards creating agents like the one we envision above and thereby significantly transform artificial intelligence is to develop algorithms for the intelligent management of crowd-powered machine learning. In this dissertation, we take that key next step through a wide-ranging examination of the various ways in which an agent can intelligently solicit help from humans during machine learning.

Our examination is built upon and organized around two perhaps obvious but important observations. First, machine learning uses data for primarily two purposes: training and testing, and second, the requirements for data for these two purposes are very different. On the one hand, data collected for testing must be as close to noise-free as possible, because measuring performance accurately with a noisy gold standard is a lost cause. On the other hand, data collected for training does not necessarily need to be extremely clean, because many machine learning algorithms are robust to noise. Instead, in order to maximize performance of the classifier, training sets must 1) find a happy medium between noise and size, and 2) be balanced in class.

Because cost-effective data is so extraordinarily critical to machine learning and the requirements for differently-purposed data are so different, we develop models and algorithms for the intelligent control of crowd-powered data-gathering processes specifically with these differences in mind. In the first part of the dissertation, we develop methods for collecting labels for test sets as accurately and cheaply as possible. In the second part of the dissertation, we analyze the many requirements that exist when collecting training data and build agents that can intelligently manage these requirements in their effort to maximize machine learning performance.

As we tackle more complex problems from chapter to chapter, we note that we rely on increasingly stronger assumptions in order to make progress, and readers of this dissertation
Figure 1.1: In the first part of the dissertation, we develop methods for collecting labels for test sets as accurately and cheaply as possible. In the second part of the dissertation, we analyze the tradeoffs that exist when collecting training data and build agents that can intelligently make these tradeoffs in their effort to maximize machine learning performance.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Worker skill</th>
<th>Task difficulty</th>
<th>Task cost</th>
<th># Possible Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 2</td>
<td>Varying skill</td>
<td>Varying difficulty</td>
<td>Same cost</td>
<td>2</td>
</tr>
<tr>
<td>Chapter 3</td>
<td>Varying skill</td>
<td>Varying difficulty</td>
<td>Same cost</td>
<td>∞</td>
</tr>
<tr>
<td>Chapter 4</td>
<td>Same skill</td>
<td>Same difficulty</td>
<td>Same cost</td>
<td>2</td>
</tr>
<tr>
<td>Chapter 5</td>
<td>Same skill</td>
<td>Same difficulty</td>
<td>Same cost</td>
<td>2</td>
</tr>
<tr>
<td>Chapter 6</td>
<td>Perfect</td>
<td>Not applicable</td>
<td>Varying costs</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1.1: We strengthen assumptions as we move from chapter to chapter in this dissertation in order to tackle more complex problems. While we begin with models that consider workers of varying skill and tasks of varying difficulty, we move to settings in which we assume crowd responses are independent and identically distributed regardless of the worker and task, and then finally to a setting in which we assume workers are perfect. We also make a number of assumptions common to all chapters. In particular, we assume that tasks have a single objective true answer; workers are not adversarial and do not collaborate; and no mislabeled example, whether for training or testing, is more important than any other mislabeled example.
should keep this slow evolution in mind. While we make a number of assumptions common to all chapters (tasks have a single objective true answer; workers are not adversarial and do not collaborate; and no mislabeled example, whether for training or testing, is more important than any other mislabeled example), in the first part of the dissertation we model tasks of varying difficulty and workers of varying skill level, and in the second part of the dissertation, we first assume that all tasks and workers are the same, and then eventually look at a setting in which workers are perfect. Table 1.1 summarizes these changes in assumptions. We now provide a high-level overview of each of the specific contributions that we make within this larger story.

1.1 Intelligently Gathering Data for Evaluation

In the first part of the dissertation, we improve the intelligent gathering of data for testing purposes by extending two common ideas for more accurately and cheaply acquiring labels: workflow design and label aggregation.

1.1.1 Workflow Switching

To ensure quality results from unreliable crowdsourced workers, task designers often utilize a process in which they construct complex workflows and aggregate worker responses from redundant runs. In this process, they might experiment with several alternative workflows to accomplish the task, and eventually deploy the one that achieves the best performance during early trials. For example, if the task is to translate text from English to German, one workflow might ask workers to directly write a translation, and another workflow might ask workers to correct machine translations [192]. Then, to mitigate the risk of poor data, task designers may dynamically adjust the number of workers they put through that workflow for each task they have. For instance, if 2 workers have high disagreement on a particular labeling of an example, then they may ask another, more trusted, worker.

In Chapter 2, we show that surprisingly, this seemingly natural design paradigm does not achieve the full potential of crowdsourcing. In particular, using a single workflow (even the
best) to accomplish a task is suboptimal, because switching between alternative workflows can yield much higher quality output. For example, if one workflow is particularly difficult for a specific task, then switching to an easier one should help performance. We formalize the insight with a novel probabilistic graphical model that considers the difficulty of tasks and the skill of workers, and based on this model, we design and implement a controller based on a Partially Observable Markov Decision Process that dynamically switches between these workflows to achieve higher returns on investment.

Additionally, we design offline and online methods for learning model parameters. Finally, we present live experiments on Amazon Mechanical Turk to demonstrate the superiority of our controller for the task of generating data for NLP purposes, yielding up to 50% error reduction and greater net utility compared to previous state-of-the-art methods.

1.1.2 Label Aggregation for Free-Response Tasks

In our exploration of workflow design, we build a model that is able to aggregate labels from multiple workflows by assuming prior knowledge of all possible outcomes of the task. Many other advanced models for label aggregation also make this assumption [58, 242, 177]. While not an unreasonable assumption for tasks that can be posited as multiple-choice questions (e.g. n-ary classification), many tasks do not naturally fit this paradigm, but instead demand a free-response formulation where the outcome space is of infinite size (e.g. audio transcription).

In Chapter 3, in order to address such tasks and make label aggregation more practical and realistic, we develop a novel probabilistic graphical model that uses the Chinese Restaurant Process [3] to model the probability that a worker will provide a new, unseen label. As in our model for multiple workflows, we also consider difficulty of each task and the skill of each worker. Then, we design and implement a decision-theoretic controller based on this model that dynamically requests responses as necessary in order to infer answers to these tasks. We also show how to jointly learn the parameters of our model while inferring the correct answers to multiple tasks at a time. Live experiments on Amazon Mechanical Turk demonstrate our
controller’s superiority at solving SAT Math questions, eliminating 83.2% of the error and achieving greater net utility compared to the state-of-the-art strategy, majority-voting. We also show in live experiments that our model outperforms majority-voting on a visualization task that we design.

1.2 Intelligently Gathering Data for Training

In the second part of the dissertation, we shift our focus from addressing the clean labeling that test sets require to methods for constructing the best possible training sets for machine learning. As we have mentioned, unlike test data, training data does not necessarily need to be perfect. We first address the tradeoff between quantity and noise in training sets, and then shift to methods for maintaining balanced training sets.

1.2.1 Unilabeling Versus Relabeling

Chapter 4 investigates the value of relabeling training examples, because while relabeling examples is a common method for reducing noise, it is unclear whether this strategy is the best use of budget. For example, instead of gathering three labels for every example, one could use the same amount of money to gather three times as many examples. In order to make progress on this tradeoff, we strengthen the assumptions we make in the first part of the dissertation. In particular, we assume that all tasks are of the same difficulty and all workers are independent and identically Bernoulli-distributed. In this setting, while prior research has shown that relabeling can indeed be helpful [198], we first show using datasets from the UCI Machine Learning repository [13] that surprisingly, given a fixed budget, oftentimes classifiers that are trained using large sets of noisy singly-labeled or “unilabeled” data are better than classifiers trained using smaller sets of cleaner relabeled data.

To understand this result, we then make a series of intuitive and theoretical arguments and perform a wide-ranging set of empirical studies on multiple synthetic and real datasets to demonstrate how three different properties of learning problems affect whether relabeling examples is an effective strategy: classifier expressiveness (VC dimension), worker accuracy,
and budget. We show that as classifier expressiveness increases, relabeling strategies become more effective because of the increased possibility of overfitting. Then we show that relabeling strategies are most effective not when workers are extremely accurate or inaccurate, but when they are moderately noisy. Finally, we show that as overall budget increases, unilabeling strategies become more effective because increasing the number of examples can have a noise-canceling effect despite large amounts of noise in the labels.

1.2.2 Re-Active Learning

While the results of Chapter 4 identify factors that influence the utility of relabeling, they do not result in any actionable prescription for actually choosing the amount of relabeling to do during the collection of training data. But also as important as understanding the characteristics of learning problems that make them amenable to relabeling is devising strategies for dynamically controlling the relabeling. An ideal agent should be able to choose which example to newly label or relabel next at every timestep during training.

In Chapter 5, we address the control problem by building upon the long-studied AI subfield of active learning [190], which seeks to train the best classifier at the lowest annotation cost by answering variations of the broad question: What is the next best training example to label in order to maximize the long-term performance of the learner? While the ongoing modernization of active learning is quickly updating many of traditional active learning’s outdated core assumptions to more closely reflect contemporary practice (e.g., [198][106][249][104]), previous work does not consider the possibility of switching between gathering new examples and relabeling existing ones. We present a generalization of active learning, which we call re-active learning, that allows for the possibility of requesting additional independent annotations for a previously labeled example.

Then, we show that while traditional active learning methods can be easily extended to the re-active learning setting, they oftentimes perform extremely poorly at re-active learning, because they often starve examples of labels. To rectify these problems, we present new algorithms designed specifically for re-active learning, and formally characterize their
behavior. We then show that one of our algorithms can be considered a generalization of a popular active learning algorithm to the re-active learning setting. Finally, we empirically show using experiments on real and synthetic datasets that our methods effectively make the re-active learning tradeoff.

1.2.3 Obtaining Balanced Training Sets

In Chapter 6, we move away from the noisy setting by assuming all workers are perfect, and consider how to maintain class balance in training sets, which is also essential for training effective classifiers [237].

All the work that we have outlined so far assumes that the unlabeled datasets we use are balanced in class. Unfortunately, in practice, this assumption is simply not true. Machine learning in high-skew domains, domains with extreme class imbalance, is often extremely difficult, because traditional strategies for obtaining labeled training examples (e.g., active learning) are ineffective at locating the scarce minority-class examples. Imagine that the NSA has an extremely large corpus consisting of the entirety of all Twitter and Facebook posts, and they want to find all sentences that talk about bombings. If they currently don’t have a classifier that can identify bombings, and given that the probability that any given sentence in the corpus is positive for “bombing” is vanishingly small, how can they solve this problem?

Researchers have proposed tasking the crowd with finding or generating minority-class examples, but such expensive strategies cannot be broadly applied without thought. In well-balanced domains, crowd generation of examples is far more costly than necessary, because even tasking crowd workers with labeling random examples will result in a balanced training set. And in all domains, relying on such expensive crowd-work in order to achieve a satisfactory class balance may result in a much smaller, and perhaps less effective training set than one created using cheap and traditional crowd-labeling strategies. Thus, any agent that has the power to utilize these multiple strategies for obtaining training examples must carefully weigh their benefits, and switch between them as necessary. In order to make
progress towards such an agent, we tackle the following general problem: Given a budget, an unlabeled corpus, a classifier (possibly untrained), a labeled training set (possibly empty), and a set of strategies for obtaining labeled training examples (e.g., generate examples, label examples selected using active learning), which strategy should one use next in order to obtain another labeled example? We first survey several possible strategies and consider their advantages and disadvantages. Then, we develop bandit-based algorithms that can intelligently use cheaper labeling strategies in low-skew settings while also utilizing more expensive generation strategies in high-skew settings. Finally, through experiments with real and synthetic data, we investigate the value of various strategies and also show that our algorithms outperform state-of-the-art baselines across various domains and skew settings.

1.3 Dissertation Outline

Figure 1.1 shows the organization of the rest of this thesis. In Part I, we discuss the intelligent gathering of testing data. Chapter 2 discusses how to dynamically switch between workflows and Chapter 3 discusses models for aggregating labels from free-response questions. In Part II, we switch to discussing the intelligent gathering of training data. Chapter 4 discusses how various properties of learning problems affect quantity and noise tradeoffs, Chapter 5 investigates re-active learning, and Chapter 6 considers how to cost-effectively construct training sets that are balanced in class. Code and data to reproduce many of the experiments can be found at https://github.com/polarcoconut.
Part I

INTELLIGENTLY GATHERING DATA FROM THE CROWD FOR TESTING
Chapter 2

DYNAMICALLY SWITCHING BETWEEN SYNERGISTIC WORKFLOWS

2.1 Introduction

In this first part of the dissertation, we develop models and algorithms for obtaining test data for machine learning. Because test data must be extremely clean, methods for more cheaply and accurately obtaining labels are extremely important. One such method that is commonly employed is careful workflow design. In this chapter, we focus on improving this method.

Careful workflow design frequently entails a process in which machine learning practitioners first experiment with several alternative workflows to accomplish a task, and then choose a single one for the production runs (e.g. the workflow that achieves the best performance during early testing). In the simplest case, alternative workflows may differ only in their user interfaces or instructions. For example, one set of instructions (“Select all correct statements”) might be the negation of another (“Select all incorrect statements”) [19]. For a more involved task like text-improvement, one workflow may present workers with several different improvements of a text and ask them to select the best one. A second workflow might instead present workers with one improvement and ask them to rate it on a scale from 1 to 10. Other examples include different workflows for text translation [192], alternative interfaces for a task, different ways of wording instructions, and various ways of collecting Natural Language Processing (NLP) tagging data (our use case in this chapter).

After choosing a single workflow, in order to further ensure quality results, practitioners often aggregate worker responses on redundant runs of the workflows [206, 242, 52]. For instance, to determine a “gold label” from the results of the second workflow for text-
improvement, the task designer might select the one with the highest average rating. Unfortunately, this seemingly natural design paradigm does not achieve the full potential of crowdsourcing. Selecting a single best workflow is suboptimal, because alternative workflows can compose synergistically to attain higher quality results.

Suppose after gathering some answers for a task, one wishes to further increase one’s confidence in the results; which workflow should be invoked? Due to the very fact that it is different, an alternative workflow may offer independent evidence and significantly bolster one’s confidence in the answer. If the “best” workflow is giving mixed results for a task, then an alternative workflow is often the best way to disambiguate. For instance, in our example above, if workers are having trouble distinguishing between two improvements, one might prefer future workers to provide absolute ratings.

Instead of selecting one a priori best workflow, a better solution should reason about this potential synergy and dynamically switch between different workflows. This chapter explains how to do exactly that, making the following contributions:

- We formalize the intuitions underlying workflow-switching with a novel, probabilistic model relating worker responses to the accuracy of workers and the difficulty of alternative workflows for a given task.

- We specify the problem of switching between workflows as a Partially-Observable Markov Decision Process (POMDP), and implement the POMDP policy in our task controller, AgentHunt.

- Optimal control requires estimating the parameter values for the POMDP. We describe two unsupervised methods that use an expectation-maximization (EM) algorithm for learning these latent variables: 1) an offline approach, and 2) an online approach that uses reinforcement learning (RL) to couple learning with control [213].

- We evaluate the benefits of our approach first in a simulated environment and then with live experiments on Amazon Mechanical Turk. We show that AgentHunt outper-
forms the state-of-the-art single-workflow task controller, TurKontrol, [54], achieving up to 50% error reduction and greater net utility for the task of generating data for NLP. Surprisingly, we also show that our adaptive RL method yields almost as high a utility as the approach requiring an explicit training phase.

By using our system, task designers can combine simple training-free deployment with powerful optimized control.

2.2 Background

We first provide a short overview of the AI machinery that we use in this chapter. The material we present here is not meant to be comprehensive, and we provide pointers to appropriate references that provide a more in-depth introduction to these topics.

2.2.1 Partially-Observable Markov Decision Processes

A partially-observable Markov decision process (POMDP) is a model for single-agent decision-making under uncertainty. Formally, a POMDP is a seven-tuple \(< S, A, \Omega, T, O, R, \phi >\), where

- \( S \) is a finite set of unobservable states,
- \( A \) is a finite set of actions,
- \( \Omega \) is a finite set of observations,
- \( T : S \times A \times S \to [0, 1] \) is a transition function defining the probability that an agent taking a given action in a given state will transition to another state,
- \( O : S \times \Omega \to [0, 1] \) is an observation function defining the probability that an agent receives an observation in a given state,
• $\mathcal{R} : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is a reward function defining the reward that an agent receives from taking an action in a state.

• $\phi \in [0, 1]$ is a discount factor.

At every timestep in the decision process, the agent being modeled exists in a single state, and must choose an action to execute. After executing the action, the agent transitions to another state (which could be the same), and receives an observation, which the agent uses to figure out which state it is currently in, and a reward.

Because the state is unobservable to the agent, the agent maintains a belief state, $\Lambda$, a distribution over the state space $\mathcal{S}$, that describes the probability that the agent is in each state. Every time the agent receives an observation $o \in \mathcal{O}$ after taking an action $\triangle \in \mathcal{A}$, it computes a new belief state $\Lambda'$ by computing for every $s' \in \mathcal{S}$, $\Lambda'(s')_{o,\triangle}$, the probability it is currently in state $s'$, using its previous beliefs, $\Lambda$, via simple application of Bayes’ rule:

$$\Lambda'_{o,\triangle}(s') \propto \mathcal{O}(s', o) \sum_{s \in \mathcal{S}} \mathcal{T}(s, \triangle, s') \Lambda(s).$$

Solving a POMDP entails defining a policy $\pi$ that specifies an action for every belief state. The optimal policy maximizes the agent’s expected future discounted reward: $E[\sum_{t=0}^{\infty} \phi^t r_t]$ where $\hat{t}$ is the timestep and $r_{\hat{t}}$ is the random variable describing the reward the agent receive at time $\hat{t}$.

Unfortunately, solving a POMDP exactly by finding the optimal policy is a difficult problem. Finding an approximate solution in a scalable manner is the subject of much current research. Many methods work by attempting to estimate the optimal value function of each belief state, $V^*(\Lambda)$, which satisfies the following system of equations:

$$V^*(\Lambda) = \max_{\Delta \in \mathcal{A}} \sum_{s \in \mathcal{S}} \Lambda(s) \mathcal{R}(s, \Delta) + \phi \sum_{o \in \mathcal{O}} \sum_{s \in \mathcal{S}} \Lambda(s) \sum_{s' \in \mathcal{S}} \mathcal{T}(s, \Delta, s') \mathcal{O}(s', o) V^*(\Lambda'_{o,\Delta}).$$

One of the most popular solution algorithms are the point-based value iteration methods [169, 170, 197], which work by only using a subset of all possible belief states to estimate the value function and then inferring the value function of the rest of the belief states. These
methods differ in the way they select subsets of belief states and the way they use those belief states to compute the value function.

2.2.2 Bayesian Networks

A Bayesian network, or Bayes net, is a directed acyclic graph that encodes a probability distribution. Nodes in the graph represent random variables, and directed edges between nodes represent dependencies between those random variables. The structure of a Bayes net limits the expressiveness of the joint probability distribution of the random variables. If $Z_1, \ldots, Z_n$ are random variables, and $\Upsilon(Z)$ is the set of parents of $Z$, then the joint probability distribution of the Bayes Net is defined as:

$$P(Z_1, \ldots, Z_n) = \prod_z P(Z_z | \Upsilon(Z_z))$$

Thus to fully define a joint probability distribution, one only needs to define the conditional distributions of each random variable given its parents.
Figure 2.1a shows an example of a Bayes net with 2 random variables, $Z_1$ and $Z_2$. Because of the directed edge from $Z_1$ to $Z_2$, the joint probability distribution of these two variables is restricted to be of the form $P(Z_1, Z_2) = P(Z_1)P(Z_2|Z_1)$. Figure 2.1b shows an example of plate notation, in which a rectangle drawn around a model represents duplication of all nodes and edges inside that rectangle. In this case, the plate notation shows $g$ independent and identically distributed copies of the model in Figure 2.1a.

Bayes nets can also make quickly seeing or defining conditional independence assumptions easy [76]. For example, the structure of the Bayes net in Figure 2.1c implies that $Z_2$ and $Z_3$ are conditionally independent given $Z_1$, or more formally, $P(Z_2, Z_3|Z_1) = P(Z_2|Z_1)P(Z_3|Z_1)$.

2.2.3 Dai et al.’s Model for Crowd Work

Many of the commonly employed jobs in crowdsourcing may be modeled abstractly as the task of selecting a single correct answer from a set of alternatives. Labeling classification data or choosing the best of two artifacts are two examples. For this scenario, several previous researchers have designed probabilistic models that combine multiple answers from noisy workers [198, 242, 52].

We follow and extend Dai et al.’s probabilistic generative model for crowd worker responses to tasks with 2 answer choices [52, 54]. The model defines the accuracy of a worker’s answer to be: $\xi(d, \gamma_w) = \frac{1}{2}[1 + (1 - d)\gamma_w]$, where $d$ is the inherent difficulty of the task and $\gamma_w$ is the error parameter of worker $w$. As $d$ and $\gamma$ increase, the probability that the worker produces the correct answer approaches 0.5, suggesting that the worker is guessing randomly. On the other hand, as $d$ and $\gamma$ decrease, $\xi$ approaches 1, when the worker will deterministically produce the correct answer.

Figure 2.2 defines a Bayes net for the model with $W$ workers and $\Psi$ tasks. The worker’s answer $b$ depends on the difficulty of the task $d$, the worker’s error parameter $\gamma$, and the hidden true answer $v$. The probability that the worker’s answer $b$ is the same as $v$ for a given task is $P(b_w = v) = \xi(d, \gamma_w)$, and the probability that $b$ is not the same as $v$ is $P(b_w \neq v) = 1 - \xi(d, \gamma_w)$. The Bayes net encodes the assumption that for a particular task,
Figure 2.2: A worker’s answer $b$ depends on the difficulty of the question $d$, the worker’s error parameter $\gamma$ and the question’s true answer $v$. There are $W$ workers, who complete $\Psi$ tasks. $b$ is the only observed variable.

given the difficulty of that task $d$, each worker’s correctness is independent of each other worker’s correctness.

2.3 Probabilistic Model for Multiple Workflows

We now present a probabilistic model for multiple workflows. One of our key contributions in this chapter (Figure 2.3) is to extend Dai et al.’s [52, 54] probabilistic generative model to allow for the existence of multiple workflows for completing the same task. It includes multiple, workflow-specific error parameters for each worker and workflow-specific difficulties.

For our model, there are $K$ alternative workflows that a worker could use to arrive at an answer. Let $d^k \in [0, 1]$ denote the inherent difficulty of completing a task using workflow $k$, and let $\gamma^k_w \in [0, \infty)$ be worker $w$’s error parameter for workflow $k$. Notice that every worker has $K$ error parameters. Having several parameters per worker incorporates the insight that some workers may perform well when asked the question in one way (e.g., visually) but not so well when asked in a different way (e.g., when asked in English, since their command of that language may not be great).
Figure 2.3: A worker’s answer $b$ depends on the difficulty of the question $d$ (generated by $\delta$), the worker’s error parameter $\gamma$ and the question’s true answer $v$. There are $W$ workers, who complete $\Psi$ tasks, all of which can be solved using a set of $K$ different workflows. $b$ is the only observed variable.

The accuracy of a worker $w$, $\xi(d^k, \gamma^k_w)$, is the probability that she produces the correct answer using workflow $k$. We rewrite Dai et al.’s definition of worker accuracy accordingly:

$$\xi(d^k, \gamma^k_w) = \frac{1}{2} \left( 1 + (1 - d^k)^{\gamma^k_w} \right)$$

As a worker’s error parameter and/or the workflow’s difficulty increases, $\xi$ approaches $1/2$, suggesting that worker is randomly guessing. On the other hand, as the stated parameters decrease, $\xi$ approaches 1, when the worker always produces the correct answer.

Figure 2.3 illustrates the plate notation for our generative model, which encodes a Bayes Net for responses made by $W$ workers on $\Psi$ tasks, all of which can be solved using a set of $K$ alternative workflows. The correct answer, $v$, the difficulty parameter, $d$, and the error parameter, $\gamma$, influence the final answer, $b$, that a worker provides, which is the only observed variable. $d$ is generated by $\delta$, a $K$-dimensional random variable describing a joint distribution on workflow difficulties. The answer $b^k_w$ that worker $w$ with error parameter $\gamma^k_w$ provides for a task using workflow $k$ is governed by the following equations:
\[ P(b_w^k = v | d^k) = \xi(d^k, \gamma^k_w) \]
\[ P(b_w^k \neq v | d^k) = 1 - \xi(d^k, \gamma^k_w) \]

An underlying assumption is that given the workflow difficulty, \( d^k \), the \( b_w^k \)'s are independent of each other. This is in line with Dai et al.'s assumptions for the single workflow case. \( \delta \) encodes the assumption that workflows may not be independent of each other. The fact that one workflow is easy might imply that a related workflow is easy. Finally, we assume that the workers do not collaborate with each other and that they are not adversarial, \( i.e. \), they do not purposely submit incorrect answers.

The availability of multiple workflows with independent difficulties introduces the possibility of dynamically switching between them to obtain the highest accuracy for a given task. We now discuss our approach for taking advantage of this possibility.

### 2.4 A Decision-Theoretic Agent

In this section, we answer the following question: given a specific task that can be accomplished using alternative workflows, how do we design an agent that can leverage the availability of these alternatives by dynamically switching between them, in order to achieve a high quality solution? We design an automated agent, named AgentHunt, that uses a POMDP [207, 183] to capture all the assumptions of our problem.

For AgentHunt, a state \( s \in S \) in the POMDP is a \( K+1 \) tuple \((d^1, d^2, \ldots, d^K, v)\), where \( d^k \) is the difficulty of the \( k^{th} \) workflow and \( v \) is the true answer of the task. Notice that AgentHunt can not observe any component of its state. At each time step, AgentHunt has a choice of \( K+2 \) actions \(|A| = K+2\). It can submit one of two possible answers or create a new job with any of the \( K \) workflows. The process terminates when AgentHunt submits any answer. When AgentHunt creates a new job using workflow \( k \), it will receive an observation \( b_w^k \) containing one of the 2 answers chosen by some worker \( w \) with observation probability \( O \) dictated by our model. This information allows AgentHunt to update its
belief about the state using $b^k_w$ and its knowledge of $\gamma^k_w$. Figure 2.4 is a flow-chart of decisions that \textsc{AgentHunt} has to take.

None of the actions in $\mathcal{A}$ changes what world-state \textsc{AgentHunt} is in; this POMDP is a purely sensing POMDP, so the transition function $\mathcal{T}$ maps every state to itself, regardless of the action. The reward function $\mathcal{R}$ maintains the value of submitting a correct answer and the penalty for submitting an incorrect answer. Additionally, it maintains a cost that \textsc{AgentHunt} incurs when it creates a job. We can modify the reward function to match our desired budgets and accuracies.

In many crowdsourcing platforms, such as Mechanical Turk, we cannot preselect the workers to answer a job. However, in order to specify our observation probabilities, which are defined by our generative model, we need access to future workers’ parameters. To simplify the computation, our POMDP assumes that every future worker is an average worker. In other words, for a given workflow $k$, every future worker has an error parameter equal to $\bar{\gamma}^k = \frac{1}{W} \sum_w \gamma^k_w$ where $W$ is the number of workers.

After submitting an answer, \textsc{AgentHunt} can update its records about all the workers who participated in the task using what it believes to be the correct answer. We follow the approach of Dai et al. [52], using the following update rules: For a worker $w$ who submitted an answer using workflow $k$, $\gamma^k_w \leftarrow \gamma^k_w - d^k \sigma$, should the worker answer correctly, and $\gamma^k_w \leftarrow \gamma^k_w + (1 - d^k) \sigma$, should the worker answer incorrectly, where $\sigma$ is a learning rate. Any

---

**Figure 2.4**: \textsc{AgentHunt}'s decisions when executing a task.
worker that AgentHunt has not seen previously begins with the average $\gamma^k$.

2.5 Learning the Model

In order to behave optimally, AgentHunt needs to learn all $\gamma$ values, average worker error parameters $\bar{\gamma}$, and the joint workflow difficulty prior $\delta$, which is a part of its initial belief. We consider two unsupervised approaches to learning, offline batch learning and online RL.

2.5.1 Offline Learning

In this approach we first collect training data by having a set of workers complete a set of tasks using a set of workflows. This generates a set of worker responses, $b$. Since the true answer values $v$ are unknown, an option is supervised learning, where experts label true answers and difficulties. This approach was used by Dai et al. [54]. But such an approach is not a scalable option, since it requires significant expert time upfront.

In contrast, we use an EM algorithm, similar to that proposed by Whitehill et al. [242] to learn all parameters jointly. For EM purposes, we simplify the model by removing the joint prior $\delta$, and treat the variables $d$ and $\gamma$ as parameters. We alternate between the following E-step and M-step until the parameters converge. Let old parameters be denoted with a dot (e.g. $d$). In the E-step, we keep old parameters fixed to compute the posterior probabilities of the hidden true answers $P(v_t|bd, \hat{\gamma})$ for each task $t$:

$$P(v_t|b, \hat{d}, \hat{\gamma}) = \frac{P(v_t|b_t, \hat{d}_t, \hat{\gamma}_t)}{P(b_t|v_t, \hat{d}_t, \hat{\gamma}_t)}$$

Next, the M-step uses these posteriors to find new parameters that maximize the standard
expected complete log-likelihood \( L \) over \( \mathbf{d} \) and \( \gamma \):

\[
L(\mathbf{d}, \gamma) = E[\ln p(\mathbf{v}, \mathbf{b}|\mathbf{d}, \gamma)],
\]

where the expectation is taken over \( P(\mathbf{v}|\mathbf{b}, \dot{d}, \dot{\gamma}) \):

\[
E[\ln P(\mathbf{v}, \mathbf{b}|\mathbf{d}, \gamma)]
\]

\[
= E[\ln P(\mathbf{v}|\mathbf{d}, \gamma)P(\mathbf{b}|\mathbf{v}, \mathbf{d}, \gamma)]
\]

\[
= E[\ln P(\mathbf{v})P(\mathbf{b}|\mathbf{v}, \mathbf{d}, \gamma)]
\]

\[
= E[\prod_t P(v_t)P(\mathbf{b}_t|\mathbf{v}, \mathbf{d}, \gamma)]
\]

\[
= E[\prod_t \prod_{wk} P(v_t)P(b_{t,w}^k|v_t, d_t^k, \gamma_{w}^k)]
\]

\[
= E[\sum_t \ln P(v_t) + \sum_{wk} \ln P(b_{t,w}^k|v_t, d_t^k, \gamma_{w}^k)]
\]

\[
= \sum_t E[\ln P(v_t)] + \sum_{wk} E[\ln P(b_{t,w}^k|v_t, d_t^k, \gamma_{w}^k)]
\]

\[
= \sum_t \sum_{a=0}^1 P(v_t = a|\mathbf{b}, \dot{d}, \dot{\gamma}) \ln P(v_t = a) + \sum_{wk} \sum_{a=0}^1 P(v_t = a|\mathbf{b}, \dot{d}, \dot{\gamma}) \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_{w}^k)
\]

In order to find the parameters that maximize \( L \), we can differentiate with respect to the parameters and apply iterative minimization algorithms like conjugate gradient methods (e.g. [74]). Differentiating with respect to \( \mathbf{d} \), we have that

\[
\frac{\partial L}{\partial d_t^k} = \sum_w \sum_{a=0}^1 P(v_t = a|\mathbf{b}, \dot{d}, \dot{\gamma}) \frac{\partial \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_{w}^k)}{\partial d_t^k},
\]

where if \( b_{t,w}^k = v_t \)

\[
\frac{\partial \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_{w}^k)}{\partial d_t^k} = \frac{\partial \ln \frac{1}{2} \left( 1 + (1 - d_t^k)\gamma_{w}^k \right)}{\partial d_t^k}
\]

\[
= \frac{-1}{2} \gamma_{w}^k (1 - d_t^k) \gamma_{w}^k - 1
\]

\[
= \frac{\frac{1}{2}}{(1 + (1 - d_t^k)\gamma_{w}^k)}
\]
and otherwise,
\[
\frac{\partial \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_w^k)}{\partial d_t^k} = \frac{\partial \ln 1 - \frac{1}{2} \left(1 + (1 - d_t^k)\gamma_w^k\right)}{\partial d_t^k} = \frac{\frac{1}{2} \gamma_w^k (1 - d_t^k)^{-1}}{1 - \frac{1}{2} (1 + (1 - d_t^k)\gamma_w^k)}.
\]

And differentiating with respect to \(\gamma\), we have that
\[
\frac{\partial L}{\partial \gamma_w^k} = \sum_t \sum_{a=0}^1 P(v_t = a|b, d, \dot{\gamma}) \frac{\partial \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_w^k)}{\partial \gamma_w^k},
\]
where if \(b_{t,w}^k = v_t\)
\[
\frac{\partial \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_w^k)}{\partial \gamma_w^k} = \frac{1}{2} (1 - d_t^k)^{-1} \ln(1 - d_t^k) - \frac{1}{2} \gamma_w^k \ln(1 - d_t^k),
\]
and otherwise,
\[
\frac{\partial \ln P(b_{t,w}^k|v_t = a, d_t^k, \gamma_w^k)}{\partial \gamma_w^k} = \frac{-\frac{1}{2} (1 - d_t^k)^{-1} \ln(1 - d_t^k)}{1 - \frac{1}{2} (1 + (1 - d_t^k)\gamma_w^k)}.
\]

After estimating all the hidden parameters, AgentHunt can compute \(\gamma^k\) for each workflow \(k\) by taking the average of all the learned \(\gamma^k\) parameters. Then, to learn \(\delta\), we can fit a Truncated Multivariate Normal distribution to the learned \(d\). This difficulty prior determines a part of the initial belief state of AgentHunt. We complete the initial belief state by assuming the correct answer is distributed uniformly among the 2 alternatives.

2.5.2 Online Reinforcement Learning

Offline learning of our model can be very expensive, both temporally and monetarily. Moreover, we can not be sure how much training data is necessary before the agents are ready to act in the real-world. An ideal AI agent can learn while acting in the real world, tune its parameters as it acquires more knowledge, while still producing meaningful results. We modify AgentHunt to build its RL twin, AgentHuntRL, which is able to accomplish tasks right out of the box.
AGENTHUNT\textsubscript{RL} starts with uniform priors on difficulties of all workflows. When it begins a new task, it uses the existing parameters to recompute the best policy and uses that policy to guide the next set of decisions. After completing the task, AGENTHUNT\textsubscript{RL} recalculates the maximum-likelihood estimates of the parameters $\gamma$ and $d$ using EM as above. The updated parameters define a new POMDP for which our agent computes a new policy for the future tasks. This relearning and POMDP-solving can be time-consuming, but we do not have to relearn and resolve after completing every task. We can easily speed the process by solving a few tasks before launching a relearning phase.

As in all of RL, AGENTHUNT\textsubscript{RL} must also make a tradeoff between taking possibly suboptimal actions in order to learn more about its model of the world (exploration), or taking actions that it believes to be optimal (exploitation). AGENTHUNT\textsubscript{RL} uses a modification of the standard $\epsilon$-greedy approach [213]. With probability $\epsilon$, AGENTHUNT\textsubscript{RL} will uniformly choose between suboptimal actions. The exception is that it will never submit an answer that it believes to be incorrect, since doing so would not help it learn anything about the world.

2.6 Experiments

This section addresses the following three questions.

1. In practice, how much value can be gained from switching between different workflows for a task?

2. What is the tradeoff between cost and accuracy?

3. Previous decision-theoretic crowdsourcing systems have required an initial training phase; can reinforcement learning provide similar benefits without such training?

We choose an NLP labeling task, for which we create $K = 2$ alternative workflows (described below). To answer the first two questions, we compare two agents: TurKontrol, a state-of-the-art controller for optimizing the execution of a single (best) workflow [52], and our
Only two states -- Vermont and Washington -- this year joined five others requiring private employers to grant leaves of absence to employees with newborn or adopted infants.

Which of the following Wikipedia articles defines the word “Washington” in exactly the way it is used in the above sentence?

- Washington
  Washington, D.C., formally the District of Columbia and commonly referred to as Washington, "the District", or simply D.C., is the capital of the United States....

- Washington (state)
  Washington () is a state in the Pacific Northwest region of the United States located north of Oregon, west of Idaho and south of the Canadian province of British Columbia, on the coast of the Pacific Ocean....

Which of the following sets of tags best describes the word "Washington" in the way it is used in the above sentence?

- us_county
- location
- citytown
- location

Figure 2.5: In this NER task, the TagFlow is considerably harder than the WikiFlow since the tags are very similar. The correct tag set for this task is \{location\} since Washington State is neither a county nor a citytown.

AGENTHUNT, which can switch between the two workflows dynamically. We first compare them in simulation; then we allow the agents to control live workers on Amazon Mechanical Turk. We answer the third question by comparing AGENTHUNT with AGENTHUNT\textsubscript{RL}.

2.6.1 Implementation

The POMDP must manage a belief state over the cross product of the Boolean answer and the two continuous difficulties of the two workflows. Since solving a POMDP with a continuous state space is challenging, we discretize difficulty into eleven possible values, leading to a (world) state space of size $2 \times 11 \times 11 = 242$. To solve POMDPs, we run the ZMDP package...
for 300 seconds using the default Focused Real-Time Dynamic Programming search strategy [204]. Since we can cache the complete POMDP policy in advance, AgentHunt can control workflows in real time.

Since we have discretized difficulty, we also modify the offline learning process slightly. After we learn all values of $d$, we round the values to the nearest discretizations and construct a histogram to count the number of times every state appears in the training data. Then, before we use the implicit joint distribution as the agent’s starting belief state, we smooth it by adding 1 to every bin (Laplace smoothing).

2.6.2 Evaluation Task: NER Tagging

In order to test our agents, we select a task that is needed by several colleagues: named-entity recognition (NER) [187]. NER tagging is a common problem in NLP and information extraction: given a body of text (e.g., “Barack Obama thinks this research is not bad.”) and a subsequence of that text (e.g., “Barack Obama”) that specifies an entity, output a set of tags that classify the type of the entity (e.g., person, politician).

The Two Workflows

In consultation with NER domain experts we develop two workflows for the task (Figure 2.5). Both workflows begin by providing users with a body of text and an entity, like “Nixon concluded five days of private talks with Chinese leaders in Beijing.” The first workflow, called “WikiFlow,” first uses Wikification [155, 176] to find a set of possible Wikipedia articles describing the entity, such as “Nixon (film)” and “Richard Nixon.” It displays these articles (including the first sentence of each article) and asks workers to choose the one that best describes the entity. Finally, it returns the Freebase\(^1\) tags associated with the Wikipedia article selected by the worker.

The second workflow, “TagFlow,” asks users to choose the best set of Freebase tags\(^1\)

\(^1\)www.freebase.com
directly. For example, the single Freebase tag associated with “Nixon (film)” is /film/film, while the tags associated with “Richard Nixon” are /people/person, /base/crime/lawyer, and /government/us-congressperson. TagFlow displays the sets of tags corresponding to the different options and asks the worker to choose the set that best describes the entity mentioned in the sentence.

2.6.3 Experimental Setup

First, we gather data using Mechanical Turk. We generate 50 NER tasks. For each task, we submit 40 identical WikiFlow jobs and 40 identical TagFlow jobs to Mechanical Turk. At $0.01 per job, the total cost is $60.00 including Amazon commission. Using our EM technique, we then calculate average worker accuracies, $\gamma_{WF}$ and $\gamma_{TF}$, corresponding to WikiFlow and TagFlow respectively. Somewhat to our surprise, we find that $\gamma_{TF} = 0.538 < \gamma_{WF} = 0.547$. On average, workers found TagFlow to be very slightly easier than WikiFlow. Note that this result implies that AgentHunt will always create a TagFlow job to begin a task. We also note that the difference between $\gamma_{TF}$ and $\gamma_{WF}$ controls the switching behavior of AgentHunt. Intuitively, if AgentHunt were given two workflows whose average difficulties were further apart, AgentHunt would become more reluctant to switch to a harder workflow. Because we find TagFlow jobs to be slightly easier, for all experiments, we set TurKontrol so it creates TagFlow jobs. We also use this data to construct both agents’ initial beliefs.

2.6.4 Experiments using Simulation

We first run AgentHunt and TurKontrol in a simulated environment. On each run, the simulator draws states from the agents’ initial belief distributions. We fix the reward of returning the correct answer to 0, and vary the reward (penalty) of returning an incorrect answer between the following values: -10, -100, -1,000, and -10,000. We set the cost of creating a job for a (simulated) worker to −1. We use a discount factor of 0.9999 in the
Figure 2.6: In simulation, as the importance of answer correctness increases, AgentHunt outperforms TurKontrol by an ever-increasing margin.
Figure 2.7: In simulation, as the importance of answer correctness increases, both agents converge to 100 percent accuracy, but AGENTHUNT does so more quickly.
POMDP so that the POMDP solver converges quickly. For each setting of reward values we run 1,000 simulations and report mean net utilities (Figure 2.6).

We find that when the stakes are low, the two agents behave almost identically. However, as the penalty for an incorrect answer increases, AgentHunt’s ability to switch between workflows allows it to capture much more utility than TurKontrol. As expected, both agents submit an increasing number of jobs as the importance of answer correctness rises and in the process, both of their accuracies rise too (Figure 2.7). However, while both agents become more accurate, TurKontrol does not increase its accuracy enough to compensate for the exponentially growing penalties. Instead, as AgentHunt experiences an almost sublinear decline in net utility, TurKontrol sees an exponential drop (Figure 2.6). A Student’s t-test shows that for all settings of penalty except -10, the differences between the two systems’ average net utilities are statistically significant. When the penalty is -10, \( p < 0.4 \), and at all other reward settings, \( p < 0.0001 \). Thus we find that at least in simulation, AgentHunt outperforms TurKontrol on all our metrics.

We also analyze the systems’ behaviors qualitatively. As expected, AgentHunt always starts by creating a TagFlow job, since \( \gamma_{TF} < \gamma_{WF} \) implies that TagFlows lead to higher worker accuracy on average. Interestingly, although AgentHunt has more available workflows, it creates fewer actual jobs than TurKontrol, even as correct answers become increasingly important. We also split our problems into three categories to better understand the agents’ behaviors: 1) TagFlow is easy, 2) TagFlow is hard, but WikiFlow is easy, and 3) both workflows are difficult.

In the first case, both agents terminate quickly, though AgentHunt spends a little more money since it also requests WikiFlow jobs to double-check what it learns from TagFlow jobs. In the second case, TurKontrol creates an enormous number of jobs before it decides to submit an answer, while AgentHunt terminates much faster, since it quickly deduces that TagFlow is hard and switches to creating easy WikiFlow jobs. In the third case, AgentHunt expectedly creates more jobs than TurKontrol before terminating, but AgentHunt does not do too much worse than TurKontrol, since it correctly deduces that gathering more
2.6.5 Experiments using Mechanical Turk

We next run the agents on real data gathered from Mechanical Turk. We generate 106 new NER tasks for this experiment, and use gold labels supplied by a single expert. Since in our simulations we found that the agents spend on average about the same amount of money when the reward for an incorrect answer is -100, we use this reward value in our real-world experiments.

As Table 2.1 shows, AgentHunt fares remarkably better in the real-world than TurKontrol. A Student’s t-test shows that the difference between the average net utilities of the two agents is statistically significant with $p < 0.03$. However, we see that TurKontrol spends less, leading one to naturally wonder whether the difference in utility can be accounted for by the cost discrepancy. Thus, we modify the reward for an incorrect answer (to -300) for TurKontrol to create TurKontrol$_{300}$, which spends about the same amount of money as AgentHunt.

But even after the modification, the accuracy of AgentHunt is still much higher. A Student’s t-test shows that the difference between the average net utilities of AgentHunt and TurKontrol$_{300}$ is statistically significant at $p < 0.01$ showing that in the real-world, given similar budgets, AgentHunt produces significantly better results than TurKontrol. Indeed, AgentHunt reduces the error of TurKontrol by 45% and the error of

<table>
<thead>
<tr>
<th></th>
<th>AgentHunt</th>
<th>TurKontrol</th>
<th>TurKontrol$_{300}$</th>
<th>AgentHunt$_{RL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Accuracy (%)</td>
<td>92.45</td>
<td>85.85</td>
<td>84.91</td>
<td>93.40</td>
</tr>
<tr>
<td>Avg Cost</td>
<td>5.81</td>
<td>4.21</td>
<td>6.26</td>
<td>7.25</td>
</tr>
</tbody>
</table>

Table 2.1: Comparisons of accuracies, costs, and net utilities of various agents when run on Mechanical Turk.
TurKontrol\textsubscript{300} by 50\%. Surprisingly, the accuracy of TurKontrol\textsubscript{300} is lower than that of TurKontrol despite the additional jobs; we attribute this to statistical variance.

### 2.6.6 Adding Reinforcement Learning

Finally, we compare AgentHunt to AgentHunt\textsubscript{RL}. AgentHunt\textsubscript{RL}’s starting belief state is a uniform distribution over all world states and it assumes that $\gamma^k = 1$ for all workflows. To encourage exploration, we set $\epsilon = 0.1$. We test it using the same 106 tasks described above. Table 2.1 shows that while AgentHunt\textsubscript{RL} achieves a slightly higher accuracy than AgentHunt, the difference between their net utilities is not statistically significant ($p = 0.4$), which means AgentHunt\textsubscript{RL} is comparable to AgentHunt, suggesting that AgentHunt can perform in an “out of the box” mode, without needing a training phase.

### 2.7 Related Work

The benefits from combining disparate workflows have been previously observed. Babbage’s Law of Errors suggests that the accuracy of numerical calculations can be increased by comparing the outputs of two or more methods [81]. However, in previous work these workflows have been combined manually; AgentHunt embodies the first method for automatically evaluating potential synergy and dynamically switching between workflows.

Modeling repeated labeling in the face of noisy workers has received significant attention. Romney \textit{et al.} [179] are one of the first to incorporate a worker accuracy model to improve label quality. Sheng \textit{et al.} [198] explore when it is necessary to get another label for the purpose of machine learning. Raykar \textit{et al.} [177] propose a model in which the parameters for worker accuracy depend on the true answer. Whitehill \textit{et al.} [242] and Dai \textit{et al.} [52] address the concern that worker labels should not be modeled as independent of each other unless given problem difficulty. Welinder \textit{et al.} [240] design a multidimensional model for workers that takes into account competence, expertise, and annotator bias. Kamar \textit{et al.} [104] extracts features from the task at hand and use Bayesian Structure Learning to learn
the worker response model. Parameswaran et al. [164] conduct a policy search to find an optimal dynamic control policy with respect to constraints like cost or accuracy. Karger et al. [109] develop an algorithm based on low-rank matrix approximation to assign tasks to workers and infer correct answers, and analytically prove the optimality of their algorithm at minimizing a budget given a reliability constraint.

Snow et al. [206] show that for labeling tasks, a small number of Mechanical Turk workers can achieve an accuracy comparable to that of an expert labeler. For more complex tasks, innovative workflows have been designed, for example, an iterative improvement workflow for creating complex artifacts [141], find-fix-verify for an intelligent editor [24], iterative dual pathways for speech-to-text transcription [130] and others for counting calories on a food plate [163]. Lasecki et al. [124] design a system that allows multiple users to control the same interface in real-time. Control can be switched between users depending on who is doing better. Kulkarni et al. [120] show the crowd itself can help with the design and execution of complex workflows.

An AI agent makes an efficient controller for these crowdsourced workflows. Dai et al. [52, 54] create a POMDP-based agent to control an iterative improvement workflow. Shahaf and Horvitz [192] develop a planning-based task allocator to assign subtasks to specific humans or computers with known abilities.

Weld et al. [239] discuss a broad vision for the use of AI techniques in crowdsourcing that includes workflow optimization, interface optimization, workflow selection and intelligent control for general crowdsourced workflows. Our work reifies their proposal for workflow selection.

2.8 Conclusion

We demonstrate that alternative workflows can compose synergistically to produce much higher quality results from crowdsourced workers. We design AGENTHUNT, a POMDP-based agent that dynamically switches between these workflows to obtain the best cost-quality tradeoffs. Live experiments on Mechanical Turk demonstrate the effectiveness of AGENT-
\textsc{THunt}. At comparable costs, it yields up to 50\% error reduction compared to \textsc{TurKon-}
\textsc{trol}, a strong baseline agent that uses the best single workflow. Moreover, for a new task, 
\textsc{AgentHunt} can operate out of the box since it does not require any explicit learning phase
to tune its parameters.
Chapter 3

MOVING BEYOND MULTIPLE CHOICE

3.1 Introduction

In the last chapter, we took workflow design, a common method for increasing the quality of test labels, and made it more impactful by designing a control model that allows for switching between alternative workflows in order to cut costs and increase accuracy.

In order to aggregate labels from multiple workers, our model, like many others [52, 242], assumed that tasks are posed to workers as multiple choice questions, where every alternative answer is known in advance and the worker has to simply select one. While many tasks can indeed be posed in a multiple-choice fashion (e.g. n-ary classification), a large number of tasks exist that can only be formulated with an unbounded number of possible answers. A common example is completing a database with workers’ help, e.g., asking questions such as “Find the mobile phone number of Acme Corporation’s CEO.” Since the space of possible number of answers is huge (possibly infinite), the task interface cannot explicitly enumerate them for the worker. We refer to these tasks as open questions.

Unfortunately, adapting multiple-choice label aggregation models for open questions is not straightforward, because of the difficulty with reasoning about unknown answers. Machine learning practitioners, therefore, must resort to using a majority-vote, a significant hindrance to achieving quality results from these more general open questions.

In this chapter, we tackle the challenging problem of modeling tasks where workers are free to give any answer. In particular, we make the following contributions:

- We propose a novel, probabilistic model relating the accuracy of workers and task difficulty to worker responses, which are generated from a countably infinite set.
• We design a decision-theoretic controller, LAZY SUSAN, to dynamically infer the correct answer to a task by only soliciting more worker responses when necessary. We also design an EM algorithm to jointly learn the parameters of our model while inferring the correct answers to multiple tasks at a time.

• We evaluate variations of our approach first in a simulated environment and then with live experiments on Amazon Mechanical Turk. We show that LAZY SUSAN outperforms state-of-the-art majority-voting, achieving 83.2% error reduction and greater net utility for the task of solving SAT Math questions. We also show in live experiments that our EM algorithm outperforms majority-voting on a visualization task that we design.

3.2 Background

There exist many models that tackle the problem of inferring a correct answer for a task with a finite number of possible answers. Our work is based on the model of Dai et al. [52], which we use in the last chapter and briefly review again here. Their model assumes that there are exactly 2 possible answers (binary classification). Let \( d \in [0, 1] \) denote the inherent difficulty of completing a given task, and let \( \gamma_w \in [0, \infty) \) be worker \( w \)'s innate proneness to error. The accuracy of a worker on a task, \( \xi(d, \gamma_w) \), is defined to be the probability that she produces the correct answer using the following model: \( \xi(d, \gamma_w) = \frac{1}{2} (1 + (1 - d) \gamma_w) \). As \( d \) and \( \gamma \) increase, the probability that the worker produces the correct answer approaches 0.5, suggesting that she is guessing randomly. On the other hand, as \( d \) and \( \gamma \) decrease, \( \xi \) approaches 1, when the worker will deterministically produce the correct answer. A significant limitation of this model is its inability to handle tasks with an infinite number of possible answers.

3.2.1 Chinese Restaurant Process

In order to address this limitation, we use the Chinese Restaurant Process [3], a discrete-time stochastic process that generates an infinite number of labels (“tables”). Intuitively, the process may be thought of as modeling sociable customers who, upon entering the restaurant,
decide between joining other diners at a table or starting a new table. The greater the number of customers sitting at a table, the more likely new customers will join that table.

Formally, a Chinese Restaurant $R = (T, f, \theta)$ is a set of occupied tables $T = \{\tau_1, \ldots, \tau_n | \tau_i \in \mathbb{N}\}$, a function $f : T \rightarrow \mathbb{N}$ that denotes the number of customers at each table $\tau_i$, and a parameter $\theta \in \mathbb{R}^+$. Imagine that a customer arrives at the restaurant. He can either choose to sit at one of the occupied tables, or at a new empty table. The probability that he chooses to sit at an occupied table $\tau \in T$ is

$$C_R(\tau) = \frac{f(\tau)}{N + \theta}$$

where $N = \sum_{\tau \in T} f(\tau)$ is the total number of customers in the restaurant. The probability that he chooses to begin a new table, or, equivalently, the probability that he chooses not to sit at an occupied table is

$$NT_R = \frac{\theta}{N + \theta}$$

Note that this probability is not equivalent to the probability that the new customer chooses to sit at a specific unoccupied table $\tau \in \mathbb{N} \setminus T$. Since there are an infinite number of unoccupied tables, the total sum of these probabilities, should they be defined this way, would be unbounded.

$\theta$ is a parameter that defines how attractive unoccupied tables are at this restaurant. As $\theta$ grows, a new customer becomes more likely to sit by himself at a new empty table.

### 3.3 Probabilistic Model

We seek to develop a probabilistic model of tasks that have a countably infinite solution space. As a first step, we focus on tasks that have exactly one correct answer (e.g. the examples mentioned in the introduction). We also assume that given the correct answer and problem difficulty, the worker’s capability to produce the correct answer is independent of all the previous workers’ responses. However, even when conditioning on $v$ and $d$, wrong answers are dependent on previous workers’ responses (because common mistakes are often
repeated). Finally, we assume that workers are not adversarial and do not collaborate with each other.

Dai et al.’s model [53, 54] is unable to solve this problem. When one tries to extend their model to tasks with an infinite number of possible solutions, several issues arise from the difficulty of assigning an infinite number of probabilities. For instance, since their model assigns a probability to each possible solution, the naïve extension of attempting to place a uniform distribution over the space of solutions is impossible.

Additionally, a good model must consider correlated errors [81]. For instance, consider a task that asks a worker to find the mobile phone number of a company’s CEO. We can reasonably guess that the worker might Google the company name, and if one examined a histogram of worker responses, it would likely be correlated with the search results. A common error might be to return the company’s main number rather than the CEO’s mobile. Not all possible answers are equally likely, and a good model must address this fact.

The Chinese Restaurant Process [3] meets our desiderata. Let tables correspond to possible incorrect solutions to the task (Chinese restaurant); a new worker (diner) is more likely to return a common solution (sit at a table with more people) than a less common solution. We now formally define our extension of Dai et al.’s model to the case of unbounded possible answers.

We redefine the accuracy of a worker for a given task, $\xi(d, \gamma_w)$, to be:

$$\xi(d, \gamma_w) = (1 - d)^{\gamma_w}$$

As a worker’s error parameter and/or the task’s difficulty increases, the probability the worker produces the correct answer approaches 0. On the other hand, as the stated parameters decrease, $\xi$ approaches 1, meaning the worker always produces the correct answer.

In addition to the difficulty $d$ and the worker error $\gamma_w$, let $\theta \in \mathbb{R}^+$ denote the task’s bandwagon coefficient. The parameter $\theta$ encodes the concept of the “tendency towards a common wrong answer.” If $\theta$ is high, then workers who answer incorrectly will tend to provide new, unseen, incorrect answers, suggesting that the task does not have “common”
Figure 3.1: Whether or not worker $i$ gets it right, $x_i$, depends on the worker’s error parameter $\gamma_i$ and the difficulty of the task $d$. Worker $i$’s answer $b_i$ depends on $x_i$, the question’s true answer $v$, and all the previous workers’ answers $b_1, \ldots, b_{i-1}$. $R_i$ is a Chinese Restaurant Process defined by $b_i$. This figure shows 4 workers. The $b_i$ are the only observed variables.

Contrastingly, if $\theta$ is low, workers who answer incorrectly will tend toward the same incorrect answer, suggesting that the task lends itself to the same mistakes.

Figure 3.1 illustrates our generative model, which encodes a Bayes Net (see Section 2.2.2) for responses made by $W$ workers on a given task. $x_i$ is a binary random variable that indicates whether or not the $i^{th}$ worker answers correctly. It is influenced by the correct answer $v$, the difficulty parameter $d$, and the error parameter $\gamma_i$. $b_i$, the answer that is provided by the $i^{th}$ worker, is determined by $x_i$ and all previous responses $b_1, \ldots, b_{i-1}$. Only the responses are observable variables.

Let $b_i = \{b_1, \ldots, b_i\}$ be the multiset of answers that workers $w_1, \ldots, w_i$ provide. Let $a_i = \{a_1, \ldots, a_k\}$ be the set of unique answers in $b_i$. The probability that the $i + 1^{th}$ worker
produces the correct answer is simply the worker’s accuracy for the given task:

\[
P(x_{i+1} = T | d, v) = \xi(d, \gamma_{i+1}),
\]
\[
P(x_{i+1} = F | d, v) = 1 - \xi(d, \gamma_{i+1}).
\]

Then, the probability that the worker’s response is correct is defined as

\[
P(b_{i+1} = v | d, v, b_i) = P(x_{i+1} = T | d, v).
\]

To define the probability space of wrong answers we use the Chinese Restaurant Process. Let \( f(a) = |\{b \in b_i | b = a\}| \), and let \( R_{i,v} = (a_i \setminus \{v\}, f, \theta) \) be a Chinese Restaurant Process. Then, the probability that the worker returns a previously seen incorrect answer, \( y \in a_i \setminus \{v\} \), is

\[
P(b_{i+1} = y | d, v, b_i) = P(x_{i+1} = F | d, v) C_{R_{i,v}}(y).
\]

Finally, the probability that the worker returns an unseen answer is

\[
P(b_{i+1} = u | d, v, b_i) = P(x_{i+1} = F | d, v) NT_{R_{i,v}},
\]

where \( u \) represents whatever the worker returns as long as \( u \notin a_i \). We define the following notation to simplify and elucidate:

\[
P(b_{i+1} \notin a_i | d, v, b_i) := P(b_{i+1} = u | d, v, b_i).
\]

The model cares only about whether it has seen a worker’s answer before, not what it actually turns out to be.

3.3.1 Model Discussion

We now make several subtle and important observations. First, our model is dynamic in the following sense. As more workers provide answers, the probabilities that govern the generation of an incorrect answer change. In particular, the parameter \( \theta \) becomes less and less significant as more and more workers provide answers. In other words, as \( i \) goes to
infinity, the probability that a new worker provides an unseen answer, $\theta/(\theta + i)$, goes to 0. As workers provide answers, the probability mass that used to dictate the generation of a new unseen answer is slowly shifted to that which determines the generation of seen answers. See Section 3.5.4 for a consequence of this behavior. Although we do not believe these model dynamics completely reflect the real-world accurately, we believe our model is a good first approximation with several desirable aspects. In fact, the model dynamics we just described are able to capture the intuition that as more and more answers arrive, we should expect to see fewer and fewer new answers.

Second, certain areas of parameter space cause our model to produce adversarial behavior. In other words, there are settings of $d$ and $\theta$ for a task such that the probability a worker produces a particular incorrect answer is greater than the probability a worker provides the correct answer, on average. The following theorem makes this observation.

**Theorem 3.1.** Suppose the difficulty, $d$, is fixed and all workers’ $\gamma$ are equal. Further suppose that we have seen an incorrect answer from a worker. Then, $\theta < \frac{1 - 2(1 - d)^{\gamma}}{(1 - d)^{\gamma + 1}}$ if and only if the expected probability the next worker returns the first-seen incorrect answer is greater than the probability the next worker returns the correct answer. Stated more formally, if $X_m$ is a random variable denoting the number of workers who have provided the first-seen incorrect answer after $m$ workers have provided incorrect answers, then for all $m$, $\theta < \frac{1 - 2(1 - d)^{\gamma}}{(1 - d)^{\gamma + 1}}$ if and only if

$$(1 - (1 - d)^{\gamma}) \cdot E\left[\frac{X_m}{m + \theta}\right] > (1 - d)^{\gamma}.$$

**Proof.** Let $I_j$ be a random variable indicating whether or not the $j$th worker that has provided an incorrect answer sits at the table representing the first-seen incorrect answer. By definition, $P(I_1 = 1) = 1$. Then, $X_m = I_1 + \ldots + I_m$.

By our generative model,

$$P(I_j = 1) = \sum_{k=1}^{j-1} P(X_{j-1} = k) \cdot \frac{k}{j - 1 + \theta}$$

$$= E\left[\frac{X_{j-1}}{j - 1 + \theta}\right].$$
Thus,

\[
E[X_m] = (1 + E[\frac{X_1}{1+\theta}] + \ldots + E[\frac{X_{m-1}}{m-1+\theta}])
\]

\[
= E[X_{m-1}] + E[\frac{X_{m-1}}{m-1+\theta}]
\]

\[
= E[X_{m-1}] + \frac{1}{m-1+\theta} \cdot E[X_{m-1}]
\]

\[
= (1 + \frac{1}{m-1+\theta})E[X_{m-1}]
\]

\[
= \frac{m+\theta}{m-1+\theta}E[X_{m-1}]
\]

We see then, that \( E[X_m] = \frac{m+\theta}{1+\theta} \). Therefore, we have \( E[\frac{X_m}{m+\theta}] = \frac{1}{\theta+1} \) for all \( m \). Therefore,

\[
\theta < \frac{1 - 2(1-d)\gamma}{(1-d)\gamma}
\]

\[
\implies
\theta < \frac{1 - (1-d)\gamma}{(1-d)\gamma} - \frac{(1-d)\gamma}{(1-d)\gamma}
\]

\[
\implies
\theta + 1 < \frac{1 - (1-d)\gamma}{(1-d)\gamma}
\]

\[
\implies
\frac{(1-d)\gamma}{1 - (1-d)\gamma} < \frac{1}{\theta + 1}
\]

\[
\implies
\frac{(1-d)\gamma}{1 - (1-d)\gamma} < E[\frac{X_m}{m+\theta}]
\]

\[
\implies
(1-d)\gamma < (1 - (1-d)\gamma) \cdot E[\frac{X_m}{m+\theta}].
\]

\( \square \)

We note that the theorem only considers the first-seen incorrect answer since the behavior of the Chinese Restaurant Process is such that the first-seen incorrect answer is generated with the highest expected probability. If the expected probability of generating the correct
answer exceeds that of the first-seen incorrect answer, the model will not produce adversarial behavior.

Finally, we observe that while the purpose of this chapter is to address open questions with infinite answer spaces, we note that Polya’s Urn Scheme, the finite version of the Chinese Restaurant Process, applies equally well to finite answer spaces with many answer choices (multiple-choice tasks).

3.4 A Decision-Theoretic Agent

We now discuss the construction of our decision-theoretic controller, LazySusan. Our control problem is as follows. Given an open question as input, the goal is to infer the correct answer. At each time-step, an agent can choose one of two actions. It can either stop and submit the most likely answer, or it can create another job and receive another response to the task from another crowdsourced worker. The question is: How do we determine the agent’s policy?

To solve this problem, first we define the world state of LazySusan to be the pair \((v, d)\), where \(v \in \mathbb{N}\) is the correct answer of the task and \(d\) is the difficulty of the task. The space of world states is infinitely large, and LazySusan cannot directly observe the world state, so it has an agent state \(S\), which at time \(i\), is the set of tuples, \(S = \{(v, d) | v \in a_i \cup \{\perp\} \land d \in [0, 1]\}\), where \(\perp\) represents the case when the true answer has not been seen by the agent so far. In order to keep track of what it believes to be the correct answer \(v\), it maintains a belief, which is a probability distribution over \(S\).

The agent state allows us to fold an infinite number of probabilities into one, since to compute the belief, one only needs to calculate \(P(v = \perp, d | b_i)\), the probability that no workers have provided the correct answer yet given \(b_i\), instead of \(P(v = u, d | b_i)\) for all possible unseen answers \(u \in \mathbb{N} \setminus a_i\).
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>a&lt;sub&gt;i&lt;/sub&gt;</td>
<td>The set of unique responses made by workers 1,...,i.</td>
</tr>
<tr>
<td>b&lt;sub&gt;i&lt;/sub&gt;</td>
<td>The multiset of responses made by workers 1,...,i ({b&lt;sub&gt;1&lt;/sub&gt;,...,b&lt;sub&gt;i&lt;/sub&gt;})</td>
</tr>
<tr>
<td>b&lt;sub&gt;i&lt;/sub&gt;</td>
<td>Worker i’s response to the task</td>
</tr>
<tr>
<td>C&lt;sub&gt;C&lt;/sub&gt;</td>
<td>The value of a correct answer</td>
</tr>
<tr>
<td>C&lt;sub&gt;R&lt;sub&gt;i,v&lt;/sub&gt;(y)&lt;/sub&gt;</td>
<td>The probability of a worker producing incorrect answer y in restaurant R&lt;sub&gt;i,v&lt;/sub&gt;.</td>
</tr>
<tr>
<td>C&lt;sub&gt;W&lt;/sub&gt;</td>
<td>The value of an incorrect answer</td>
</tr>
<tr>
<td>d</td>
<td>Difficulty of task</td>
</tr>
<tr>
<td>γ&lt;sub&gt;i&lt;/sub&gt;</td>
<td>Worker i’s error parameter</td>
</tr>
<tr>
<td>θ</td>
<td>A task’s bandwagon coefficient; Chinese Restaurant Process parameter</td>
</tr>
<tr>
<td>k</td>
<td>The number of unique worker responses (</td>
</tr>
<tr>
<td>i</td>
<td>Number of ballots received so far</td>
</tr>
<tr>
<td>Q(b&lt;sub&gt;i&lt;/sub&gt;, action)</td>
<td>The utility of taking action with belief b&lt;sub&gt;i&lt;/sub&gt;</td>
</tr>
<tr>
<td>NT&lt;sub&gt;R&lt;sub&gt;i,v&lt;/sub&gt;&lt;/sub&gt;</td>
<td>The probability of a worker producing an unseen answer in restaurant R&lt;sub&gt;i,v&lt;/sub&gt;.</td>
</tr>
<tr>
<td>R&lt;sub&gt;i,v&lt;/sub&gt;</td>
<td>An instance of the Chinese Restaurant Process instantiated using b&lt;sub&gt;i&lt;/sub&gt; and correct answer v.</td>
</tr>
<tr>
<td>U(b&lt;sub&gt;i&lt;/sub&gt;)</td>
<td>The utility of a belief derived from b&lt;sub&gt;i&lt;/sub&gt;.</td>
</tr>
<tr>
<td>V(a)</td>
<td>The value of an answer a</td>
</tr>
<tr>
<td>v</td>
<td>Correct answer of task</td>
</tr>
<tr>
<td>x&lt;sub&gt;i&lt;/sub&gt;</td>
<td>Did worker i answer the task correctly</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of notation used in this chapter
3.4.1 Belief Update

We now first describe specifically how LazySusan updates its posterior belief $P(v, d|b_i; i, k)$ after it receives its $i^{th}$ answer $b_i$. Here, $k = |a_i|$ is the number of unique responses it has received. By Bayes’ Rule, we have

$$P(v, d|b_i; i, k) \propto P(b_i|v, d; i, k)P(v, d; i, k).$$

The likelihood of the worker responses $P(b_i|v, d; i, k)$ is easily calculated using our generative model:

$$P(b_i|v, d; i, k) = \prod_{j=1}^{i} P(b_j|v, d, b_{j-1}).$$

Instead of starting from arbitrary priors on the correct answer and difficulty, we can model it using $i$ and $k$:

$$P(v, d; i, k) = P(v|d; i, k)P(d; i, k).$$

The prior we must compute describes the joint probability of the correct answer and difficulty given $i$ responses and $k$ distinct responses. Notice that for all $a \in a_i$, we do not know $P(v = a|d; i, k)$. However, they must be all the same, because knowing the difficulty of the task gives us no information about the correct answer. Therefore, we must only determine the probability the correct answer has yet to be seen given $d, i,$ and $k$. We propose the following model:

$$P(v = \bot |d; i, k) = d^i.$$ 

This definition is reasonable since intuitively, as the difficulty of the task increases the more likely workers have not yet provided a correct answer. On the other hand, as the number of observations increases, we become more certain that the correct answer is in $a_i$.

Finally, we model $P(d; i, k)$. Suppose for the moment that workers tend to produce answers that LazySusan has seen before ($\theta$ is low). Intuitively, as $k$ approaches $i$, the
difficulty should grow, because the agent is seeing a lot of different answers when it shouldn’t, and as $k$ approaches 1, the difficulty should become smaller, because everyone is agreeing on the same answer.

We choose to model $P(d; i, k) \sim Beta(\alpha, \beta)$ and define $\alpha \geq 1$ and $\beta \geq 1$ as

$$\alpha = \left( (i - 1) \frac{k}{i} + 1 \right)^{\frac{1}{\theta}}$$

$$\beta = \left( (1 - i) \frac{k}{i} + i \right)^{\theta}$$

First note that the bulk of a Beta distribution’s density moves toward 1 as $\alpha$ increases relative to $\beta$, and toward 0 as $\beta$ increases relative to $\alpha$. Thus, as $\beta$ increases, difficulty decreases, and as $\alpha$ increases, difficulty increases. Consider the case when $\theta = 1$. As $k$ approaches $i$, $\alpha$ approaches $i$ and $\beta$ approaches 1, causing LazySusan to believe the difficulty is likely to be high, and as $k$ approaches 1, LazySusan believes the difficulty is likely to be low. This behavior is exactly what we desire.

Now we consider the effect of $\theta$. Fix $i$ and $k$. As $\theta$ grows, $\beta$ increases and $\alpha$ decreases. Therefore, for a fixed multiset of observations, as people become more likely to provide unseen answers, the probability that the difficulty is low becomes greater. In other words, LazySusan needs to see a greater variety of answers to believe that the problem is difficult if $\theta$ is high.

Let $\theta_1 > \theta_2$ and consider the following scenarios: Suppose $k$ is close to $i$, so LazySusan believes, before factoring in $\theta$, that the task is difficult. If $\theta = \theta_2$, LazySusan believes with more certainty that the task is difficult than if $\theta = \theta_1$. This behavior makes sense because LazySusan should expect a small $k$ if $\theta$ is small. If $\theta = \theta_2$, LazySusan should see a smaller $k$ than if $\theta = \theta_1$. If it sees a $k$ that is larger than it expects, it correctly deduces that more people are getting the question wrong, and concludes the task is more difficult. Similarly, if $k$ is close to 1, and $\theta = \theta_1$, then LazySusan believes with more certainty that the task is easy than if $\theta = \theta_2$, since even though workers tend to produce more random answers, $k$ is small.
3.4.2 Utility Estimation

To determine what actions to take, LazySusan needs to estimate the utility of each action. The first step is to assign utilities to its beliefs. Since $b_i$ solely determines its belief at time $i$, we denote $U(b_i)$ to be utility of its current belief. Next, LazySusan computes the utilities of its two possible actions. Let $Q(b_i, \text{submit})$ denote the utility of submitting the most likely answer given its current state, and let $Q(b_i, \text{request})$ denote the utility of requesting another worker to complete the task and then performing optimally. Then

$$U(b_i) = \max\{Q(b_i, \text{submit}), Q(b_i, \text{request})\},$$

$$Q(b_i, \text{submit}) = \sum_{a \in a_i} V(a) \int dP(v = a, d|b_i; i, k)dd,$$

$$Q(b_i, \text{request}) = c + \sum_{a \in a_i} P(b_{i+1} = a|b_i)U(b_{i+1}) + P(b_{i+1} \notin a_i|b_i)U(b_{i+1}),$$

where $c$ is the cost of creating another job, $P(b_{i+1}|b_i) =

\sum_{a \in a_i} \int dP(b_{i+1}|v = a, d, b_i)P(v = a, d|b_i)dd,$

and $V(a)$ is the utility of submitting answer $a$. To define $V(a)$, let $C_C$ be the utility of a correct answer, $C_W$ be the utility of an incorrect answer, and the predicted correct answer be $a^* = \arg\max_{a \in a_i} \int_d P(v = a, d|b_i; i, k)dd$. Then,

$$V(a) = \begin{cases} 
C_C & \text{if } a = a^* \\
C_W & \text{otherwise},
\end{cases}$$

where $C_C$ and $C_W$ are are provided by the user to manage tradeoffs between accuracy and cost.

3.4.3 Worker Tracking

After submitting an answer, LazySusan updates its records about all the workers who participated in the task using $a^*$. We follow the approach of the last chapter and Dai
et al. [52], and use the following update rules: 1) $\gamma_w \leftarrow \gamma_w - d\sigma$ should the worker answer correctly, and 2) $\gamma_w \leftarrow \gamma_w + (1 - d)\sigma$, should the worker answer incorrectly, where $\sigma$ is a decreasing learning rate. Any worker that LAZY SUSAN has not seen previously begins with some starting $\overline{\gamma}$.

3.4.4 Decision Making

We note that the agent’s state space continues to grow without bound as new answers arrive from crowdsourced workers. This poses a challenge since existing POMDP algorithms do not handle infinite-horizon problems in dynamic state spaces where there is no a priori bound on the number of states. Indeed, the efficient solution of such problems is an exciting problem for future research. As a first step, LAZY SUSAN selects its actions at each time step by computing an $l$-step lookahead by estimating the utility of each possible sequence of $l$ actions. If the $l^{th}$ action is to request another response, then it will cut off the computation by assuming that it submits an answer on the $l + 1^{th}$ action.

In many crowdsourcing platforms, such as Mechanical Turk, we cannot preselect the workers to answer a job. However, in order to conduct a lookahead search, we need to specify future workers’ parameters for our generative model. To simplify the computation, we assume that every future worker has $\gamma = \overline{\gamma}$.

3.4.5 Joint Learning and Inference

We now describe an EM algorithm that can be used as an alternative to the working-tracking scheme from above. Given a set of worker responses from a set of tasks, $b$, EM jointly learns maximum-likelihood estimates of $\gamma$, $d$, and $\theta$, while inferring the correct answers $v$. Thus, in this approach, after LAZY SUSAN submits an answer to a task, it can recompute all model parameters before continuing with the next task.

We treat the variables $d$, $\gamma$, and $\theta$ as parameters. Let old parameters be denoted with a dot (e.g. $d$). In the E-step, we keep old parameters fixed to compute the posterior probabili-
ities of the hidden true answers, \( p(v_t|b, \dot{d}, \dot{\gamma}, \dot{\theta}) \), for each task \( t \):

\[
P(v_t|b, \dot{d}, \dot{\gamma}, \dot{\theta}; i_t, k_t) = P(v_t|b_t, \dot{d}, \dot{\gamma}, \dot{\theta}; i_t, k_t)
\propto P(b_t|v_t, \dot{d}, \dot{\gamma}, \dot{\theta}; i_t, k_t) P(v_t|\dot{d}, \dot{\gamma}, \dot{\theta}; i_t, k_t)
= P(b_t|v_t, \dot{d}, \dot{\gamma}, \dot{\theta}) P(v_t|\dot{d}; i_t, k_t)
= P(v_t; \dot{d}, i_t, k_t) \prod_j P(b_{t,j}|v_t, \dot{d}, \dot{\gamma}_j, \dot{\theta}).
\]

The M-step uses these posterior probabilities to maximize the standard expected complete log-likelihood \( L \) over \( d, \gamma, \) and \( \theta \):

\[
L(d, \gamma, \theta) = E[\ln p(v, b|d, \gamma, \theta)],
\]

where the expectation is taken over \( v \) given the old values of \( \dot{\gamma}, \dot{d}, \dot{\theta} \):
\[ E[\ln P(v, b|d, \gamma, \theta)] = E[\ln P(v|d, \gamma, \theta) P(b|v, d, \gamma, \theta)] + \ln P(d, \gamma, \theta) \]
\[ = E[\ln P(v|d, \gamma, \theta) P(b|v, d, \gamma, \theta)] + \ln P(d) P(\gamma) P(\theta) \]
\[ = E[\ln P(v) P(b|v, d, \gamma, \theta)] + \ln P(d) P(\gamma) P(\theta) \]
\[ = E[\ln \prod_t P(v_t) P(b_{t,i}|v_t, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1})] + \ln P(d) P(\gamma) P(\theta) \]
\[ = \sum_t E[\ln P(v_t)] + \sum_{t_i} \ln P(b_{t,i}|v_t, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1}) + \ln P(d) P(\gamma) P(\theta) \]
\[ = \sum_t \sum_{a \in a_i} P(v_t = a|b, d, \gamma, \theta) \ln P(b_{t,i}|v_t = a, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1}) + \ln \prod_t P(d_t) P(\theta_t) \prod_i P(\gamma_i) \]
\[ = \sum_t \sum_{a \in a_i} P(v_t = a|b, d, \gamma, \theta) \ln P(v_t = a; i_t, k_t) + \sum_{t_i} \ln P(b_{t,i}|v_t = a, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1}) + \ln P(d_t) + \ln P(\theta_t) + \sum_i \ln P(\gamma_i). \]

In order to find the parameters that maximize \( L \), we can differentiate with respect to the parameters and apply iterative minimization algorithms like conjugate gradient methods (e.g. [74].) Letting \( \Xi = \{b \in \{b_{t,1}, \ldots, b_{t,i-1}\} : b = b_{t,i}\} \) and \( \xi = (1 - d_t)^{\gamma_t} \) and differentiating with respect to \( d_t \), we have that

\[
\frac{\partial L}{\partial d_t} = \sum_i \sum_{a \in a_i} P(v_t = a|b, d, \gamma, \theta) \frac{\partial \ln P(b_{t,i}|v_t = a, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial d_t} + \frac{1}{P(d_t)} \frac{dP(d_t)}{dd_t}.
\]
where if \( b_{t,i} = v_t \)

\[
\frac{\partial \ln P(b_{t,i}|v_t = a, d_t, \gamma_i, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial d_t} = \frac{\partial \ln \xi}{\partial d_t} = -\frac{\gamma_i(1 - d_t)^{\gamma - 1}}{\xi},
\]

and otherwise,

\[
\frac{\partial \ln P(b_{t,i}|v_t = a, d_t, \gamma_i, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial d_t} = \frac{\partial \ln (1 - \xi)^{-\frac{\gamma}{1+\alpha}}}{\partial d_t} = \frac{\gamma_i(1 - d_t)^{\gamma - 1}}{1 - \xi}.
\]

Differentiating with respect to \( \gamma \), we have that:

\[
\frac{\partial L}{\partial \gamma_i} = \sum_t \sum_{a \in a_i} P(v_t = a|b, \dot{d}, \dot{\gamma}, \dot{\theta}) \frac{\partial \ln P(b_{t,i}|v_t = a, d_t, \gamma_i, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial \gamma_i} + \frac{1}{P(\gamma_i)} \frac{dP(\gamma_i)}{d\gamma_i},
\]

where if \( b_{t,i} = v_t \)

\[
\frac{\partial \ln P(b_{t,i}|v_t = a, d_t, \gamma_i, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial \gamma_i} = \frac{\partial \ln \xi}{\partial \gamma_i} = \frac{1}{\xi} \ln (1 - d_t),
\]

and otherwise,

\[
\frac{\partial \ln P(b_{t,i}|v_t = a, d_t, \gamma_i, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial \gamma_i} = \frac{\partial \ln (1 - \xi)^{-\frac{\gamma}{1+\alpha}}}{\partial \gamma_i} = \frac{-1}{\xi} \ln (1 - d_t).
\]

Finally, differentiating with respect to \( \theta \), we have that:

\[
\frac{\partial L}{\partial \theta_t} = \sum_i \sum_{a \in a_i} P(x_{t,i} = 0, v_t = a|b, \dot{d}, \dot{\gamma}, \dot{\theta}) \frac{\partial \ln P(b_{t,i}|x_{t,i} = 0, v_t = a, d_t, \gamma_i, \theta_t, b_{t,1}, \ldots, b_{t,i-1})}{\partial \theta_t} + \frac{1}{P(\theta_t)} \frac{dP(\theta_t)}{d\theta_t},
\]
where if \( b_{t,i} \notin \{ b_{t,1}, \ldots, b_{t,i-1} \} \)

\[
\frac{\partial}{\partial \theta_t} \ln P(b_{t,i}|x_{t,1} = 0, v_t = a, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1}) = \frac{\partial \ln(1 - \xi) \theta_{t_i}}{\partial \theta_t} \frac{\theta_t}{(\theta_t + i - 1)^2},
\]

and otherwise, if \( b_{t,i} \neq v_t \),

\[
\frac{\partial}{\partial \theta_t} \ln P(b_{t,i}|x_{t,i} = 0, v_t = a, d_t, \gamma_t, \theta_t, b_{t,1}, \ldots, b_{t,i-1}) = \frac{\partial \ln(1 - \xi) \Xi}{\partial \gamma_{i_i}} \frac{\Xi}{(\theta_t + i - 1)^2}.
\]

### 3.5 Experiments

This section addresses the following questions:

1. How deeply should the lookahead search traverse?

2. How robust is LazySusan on different classes of problems?

3. How well does LazySusan work in practice?

4. How well does our EM algorithm work in practice?

To answer the first question, we compare LazySusan at different settings of lookahead depth. Then, to answer the second question, we test the robustness of LazySusan by applying it to various kinds of problems in simulation. Next, to answer the third question, we compare LazySusan to an agent that uses majority-voting with tasks that test the workers of Amazon Mechanical Turk on their SAT Math skills. Finally, to answer the fourth question, we compare our EM algorithm to a majority-voting strategy on a visualization task.
3.5.1 Implementation

Since numerical integration can be challenging, we discretize difficulty into nine equally-sized buckets with centers of 0.05, 0.15, ..., 0.85, and 0.95.

For the purposes of simulation only, each response that LazySusan receives also contains perfect information about the respective worker’s $\gamma$. Thus, LazySusan can update its belief state with no noise, which is the best-case scenario.

In all cases, we set the learning rate $\sigma = \frac{1}{m_w+1}$, where $m_w$ is the number of questions a worker $w$ has answered so far. We also set the value of a correct answer to be $C_C = 0$. Finally, we set $\gamma = 1$, and the bandwagon coefficient $\theta = 1$ for all tasks.
3.5.2 Best Lookahead Depth

We first determine the best lookahead depth among 2, 3, and 4 with simulated experiments. We evaluate our agents using several different settings of the value of an incorrect answer: $C_W \in \{-10, -50, -100\}$. Each difficulty setting is used 10 times, for a total 90 simulations per utility setting. (9 difficulty settings × 10 = 90). We set the cost of requesting a job, $c$, from a (simulated) worker to $-1$. Our simulated environment draws workers’ $\gamma \in (0, 2)$ uniformly.

Figure 3.2 shows the results of our simulation. LazySusan($l$) denotes a lookahead depth of $l$. We also examine an agent that uses a majority-of-7-votes strategy, MV. Expectedly, as the utility of an incorrect answer decreases, the average net utility achieved by each agent drops. We find that for all settings of lookahead depth, LazySusan dramatically outperforms MV. We also see that LazySusan(3) and LazySusan(4) both achieve small, but sure gains over LazySusan(2). However, LazySusan(3) and LazySusan(4) seem to do about the same. Since LazySusan(4) runs more slowly, we decide to use LazySusan(3) in all future experiments, and refer to it as LazySusan.

3.5.3 Noisy Workers

We examine the effect of poor workers. We compare two simulation environments. In the first, we draw workers’ $\gamma \in (0, 1)$ uniformly and in the second, we draw workers’ $\gamma \in (0, 2)$ uniformly. Thus, the first environment has workers that are much more competent than those in the second. All other parameters remain as before. Each difficulty setting is simulated 100 times, for a total of 900 simulations per environment. The results of this experiment are shown in Table 3.2. When the workers are competent, LazySusan makes small gains over MV, reducing the error by 34.3%. However, when there exist noisier workers in the pool, LazySusan more decisively outperforms MV, reducing the error by 48.6%. In both cases, LazySusan spends less money than MV, netting average net utility gains of 55% and 75.9%.
\[ \gamma \in (0, 1) \quad \gamma \in (0, 2) \]

<table>
<thead>
<tr>
<th></th>
<th>LazySusan</th>
<th>MV</th>
<th>LazySusan</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Accuracy (%)</td>
<td>88.7</td>
<td>82.8</td>
<td>83.3</td>
<td>67.5</td>
</tr>
<tr>
<td>Avg Cost</td>
<td>3.472</td>
<td>5.7</td>
<td>4.946</td>
<td>6.01</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of average accuracies, costs, and net utilities of LazySusan and MV when workers either have \( \gamma \in (0, 1) \) or \( \gamma \in (0, 2) \).

3.5.4 Tasks with Correlated Errors

Next, we investigate the ability of LazySusan to deal with varying \( \theta \) and \( d \) in the worst case, when all the workers are equally skilled. Recall that a high \( \theta \) means that workers who answer incorrectly will tend to produce previously unseen answers. We consider the following variations of tasks: 1) Low difficulty, 2) High difficulty, high \( \theta \), and 3) High difficulty, low \( \theta \). In the first two cases, we see expected behavior. LazySusan is able to use its model to infer correct answers.

However, in the third case, we see some very interesting behavior. Since the difficulty is high, workers more often than not produce the wrong answer. Additionally, since \( \theta \) is low, they also tend to produce the same wrong answer, making it look like the correct answer. If the ratio is large enough, we find that LazySusan is unable to infer the correct answer, because of the unfortunate ambiguity between high difficulty, low \( \theta \) problems and low difficulty problems. In fact, as LazySusan observes more responses, it becomes more convinced that the common wrong answer is the right answer, because of the model dynamics we mention earlier (Section 3.3.1). This problem only arises, however, if the model produces adversarial \( \theta \), and we see in practice that workers on Mechanical Turk generally do not exhibit such behavior.
What is the largest odd number that is a factor of 860?

Answer: [Blank]

Figure 3.3: An example of an SAT Math Question task posed to workers for live experiments on Mechanical Turk.

Figure 3.4: An example of a “triangle” task posed to workers for live experiments on Mechanical Turk. The area of this triangle, rounded down, is 38.

3.5.5 Experiments on Mechanical Turk

Next, we compare LAZY SUSAN to an agent using majority-vote (MV) using real responses generated by Mechanical Turk workers. We test these agents with 134 math questions with levels of difficulty comparable to those found on the SAT Math section. Figure 3.3 is an example of one such task and the user interface we provided to workers. We set the utility for an incorrect answer, $C_W$, to be $-100$, because with this utility setting, LAZY SUSAN requests about 7 jobs on average for each task, and a simple binary search showed this number to be satisfactorily optimal for MV. We find that the workers on Mechanical Turk are surprisingly capable at solving math problems. As Table 3.3 shows, LAZY SUSAN almost completely eliminates the error made by MV. Since the two agents cost about the same, LAZY SUSAN achieves a higher net utility, which we find to be statistically significant using a Student’s t-test ($p < 0.0002$).
<table>
<thead>
<tr>
<th></th>
<th>LazySusan</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Accuracy (%)</td>
<td>99.25</td>
<td>95.52</td>
</tr>
<tr>
<td>Avg Cost</td>
<td>5.17</td>
<td>5.46</td>
</tr>
<tr>
<td>Avg Net Utility</td>
<td>-5.92</td>
<td>-9.94</td>
</tr>
</tbody>
</table>

Table 3.3: Comparisons of average accuracies, costs, and net utilities of LazySusan and MV when run on Mechanical Turk.

We examine the sequence of actions LazySusan made to infer the correct answer to the task in Figure 3.3. In total, it requested answers from 14 workers, and received the following responses: 215, 43, 43, 43, 5, 215, 43, 3, 55, 43, 215, 215, 215, 215. Since MV takes the majority of 7 votes, it infers the answer incorrectly to be 43. LazySusan on the other hand, uses its knowledge of correlated answers as well as its knowledge from previous tasks that the first three workers who responded with 43 were all relatively poor workers compared to the first two workers who claimed the answer is 215. So even though a clear majority of workers preferred 43, LazySusan was not confident about the answer. While it cost twice as much as MV, the cost was a worthy sacrifice with respect to the utility setting.

Finally, we compare our EM algorithm to MV, using real responses generated by Mechanical Turk workers. We develop a “triangle” task (Figure 3.4) that presents workers with a triangle drawn on a grid, and asks them to find the area of the triangle, rounded down. We posted 200 of these tasks and solicited 5 responses for each. These tasks are difficult since many of the responses are off by 1. Our EM algorithm achieves an accuracy of 65.5% while MV achieves an accuracy of 54.1%.

3.6 Related Work

Modeling repeated labeling in the face of noisy workers when the label is assumed to be drawn from a known finite set has received significant attention. Romney et al. [179] are one of the first to incorporate a worker accuracy model to improve label quality. Sheng et al. [198]
explore when it is necessary to get another label for the purpose of machine learning. Raykar et al. [177] propose a model in which the parameters for worker accuracy depend on the true answer. Whitehill et al. [242] and Dai et al. [52] address the concern that worker labels should not be modeled as independent of each other unless given problem difficulty. Welinder et al. [240] design a multidimensional model for workers that takes into account competence, expertise, and annotator bias. Kamar et al. [104] extracts features from the task at hand and use Bayesian Structure Learning to learn the worker response model. Parameswaran et al. [164] conduct a policy search to find an optimal dynamic control policy with respect to constraints like cost or accuracy. Karger et al. [109] develop an algorithm based on low-rank matrix approximation to assign tasks to workers and infer correct answers, and analytically prove the optimality of their algorithm at minimizing a budget given a reliability constraint. Snow et al. [206] show that for labeling tasks, a small number of Mechanical Turk workers can achieve an accuracy comparable to that of an expert labeler. None of these works consider tasks that have an infinite number of possible solutions.

For more complex tasks that have an infinite number of possible answers, innovative workflows have been designed, for example, an iterative improvement workflow for creating complex artifacts [141], find-fix-verify for an intelligent editor [24], and others for counting calories on a food plate [163].

An AI agent makes an efficient controller for these crowdsourced workflows. Dai et al. [52, 54] create a POMDP-based agent to control an iterative improvement workflow. Shahaf and Horvitz [192] develop a planning-based task allocator to assign subtasks to specific humans or computers with known abilities. Weld et al. [239] discuss a broad vision for the use of AI techniques in crowdsourcing that includes workflow optimization, interface optimization, workflow selection and intelligent control for general crowdsourced workflows.

3.7 Conclusion

This chapter introduces LazySusan, an agent that takes a decision-theoretic approach to inferring the correct answer of a task that can have a countably infinite number of possible
answers. We extend the probabilistic model of [52] using the Chinese Restaurant Process and use $l$-step lookahead to approximate the optimal number of crowdsourcing jobs to submit. We also design an EM algorithm to jointly learn the parameters of our model while inferring the correct answers to multiple tasks at a time. Live experiments on Mechanical Turk demonstrate the effectiveness of LazySusan. At comparable costs, it yields an 83.2% error reduction compared to majority vote, which is the current state-of-the-art technique for aggregating responses for tasks of this nature. Live experiments also show that our EM algorithm outperforms majority-voting on “triangle” tasks.
Part II

INTELLIGENTLY GATHERING DATA FROM THE CROWD FOR TRAINING
Chapter 4
TO RE(LABEL), OR NOT TO RE(LABEL)

4.1 Introduction

In the first part of the dissertation, we explored two methods for obtaining clean testing data. In particular, we developed models for dynamically using multiple workflows and we presented a label aggregation method that works for tasks that require free responses and cannot be presented as multiple-choice questions.

In this second part of the dissertation, we switch our focus from testing data to training data. Because machine learning algorithms are robust to noise, training data does not necessarily have to be clean, in contrast with testing data. Instead, training data must balance between noise, quantity, and diversity. Because of the many differences between our study of the requirements of testing data and our study of the requirements of training data, in this part of the dissertation we ignore and redefine the mathematical notation we develop in the first part.

In the next two chapters, we closely examine the tradeoff between noise and size. Our goal is to address the following fundamental question: “Is it better to spend an incremental dollar asking a worker to relabel an existing example or to label a new example?” In contrast to the first part of the dissertation, we add the assumption that all tasks are the same and all workers are independently and identically Bernoulli-distributed, allowing us to model noise using a single parameter. We maintain the assumptions that tasks have a single objective true answer, and that workers are not adversarial and do not collaborate.

We first set out to answer this noise versus size question by considering a subset of real-world datasets from the UCI Machine Learning Repository [13]. We simulate a noisy annotation process with 55% accurate workers, a fixed budget and simple, deterministic vote
aggregation schemes. Specifically, we consider an optimized majority voting scheme, which we call \( j/k \) relabeling, where we ask up to \( k \) workers to label an example, stopping as soon as \( j = \lceil k/2 \rceil \) identical responses are received. Unilabeling refers to the strategy that only collects one label per example, i.e., 1/1 relabeling. Figure 4.1 shows the ratio of the accuracy achieved by classifiers trained using relabeling (denoted as relabeling accuracy) to the accuracy achieved by classifiers trained using unilabeling (denoted as unilabeling accuracy). The results are inconclusive and puzzling. Relabeling helps in 5 of 12 domains, but it is unclear when relabeling would be useful and what level of redundancy would lead to the best results.

In this chapter, we first try to understand the properties that govern whether a classifier will have higher accuracy when trained on \( m \) noisy examples or a smaller set of examples (say \( m/3 \)) with more accurate labels. In particular, we look at three characteristics of learning problems that might affect the relative relabeling versus unilabeling performances. These three dimensions include (1) the inductive bias of the learning algorithm, (2) the accuracy of workers, and (3) the budget. We study the effect of each of these dimensions on relabeling...
power and find general principles that will help us determine whether to unilabel or relabel for a given learning problem.

4.2 Problem Setting

We focus on binary classification problems with symmetric loss functions. We assume that workers have uniform (but unknown) error rates. Finally, we first focus on passive learning, where the next data point is randomly sampled from an unlabeled dataset, as opposed to actively picked based on current classifier performance. In the next chapter, we will consider the consequences of switching from passive learning to active learning.

Let $X$ denote the space of examples and $D$, its distribution. We consider binary classification problems of the following form. Given some hypothesis class, $C$, which contains a set of mappings from $X$ to $\{0, 1\}$, and a budget $b$, the goal is to learn some true concept $h^*: X \mapsto \{0, 1\}$ by outputting the hypothesis $h \in C$ which minimizes the expected error $\epsilon = \mathbb{P}_{x \sim D} h^*(x) \neq h(x)$. Asking a worker to label an example incurs a fixed unit cost of 1. We assume that each worker exhibits the same (but unknown) accuracy $p \in (0.5, 1]$, an assumption known as the classification noise model [8], and we assume worker errors are independent.

Let $\zeta_k: \{0, 1\}^k \mapsto \{0, 1\}$ denote the aggregation function that produces a single aggregate label given $k$ multiple labels. The aggregation function represents how we consolidate the multiple labels we receive from workers. Since all workers are equally accurate in our model, majority voting, a common aggregation function that takes $k$ votes and outputs the class that received greater than $k/2$ votes, is an effective strategy. In all our experiments we use a simple optimization of majority vote, $j/k$ relabeling, and stop requesting votes as soon as a class obtains $j = \lceil k/2 \rceil$ votes.

We also define $\eta_{\zeta_k}: [0, 1] \rightarrow [0, 1]$ as the function that, given the number of labels $k$ that will be aggregated by $\zeta_k$ and the accuracy $p$ of those labels, calculates the probability that the answer returned by the aggregation function $\zeta_k$ will be correct. In other words, it outputs the aggregate accuracy, the probability that the aggregate label will be equal to the
true label ([198, 92] call this probability integrated quality). As we will see, \( \eta \) is an important function that characterizes the power of relabeling.

In order to train the best classifier possible, an intermediate goal, and our goal in this chapter, is to determine the scenarios under which relabeling is better than unilabeling, assigning a single worker to annotate each example. In other words, given the dataset and classifier, we would like to determine whether or not examples should be relabeled (and with what redundancy) in order to maximize the classifier’s accuracy.

4.3 The Effect of Inductive Bias

We first consider how the inductive bias of a classifier affects the relative performance of relabeling and unilabeling. We primarily use two tools to address the question: a theoretical analysis of error bounds using PAC-learnability and a series of empirical experiments on simulated data. However, we first provide some intuition.

Recall that a classifier’s inductive bias characterizes the range of hypotheses that it will consider. A weakly regularized learner willing to consider a vast number of hypotheses that can be represented with an expressive hypothesis language, e.g. decision tree induction, is said to have a weak inductive bias. In contrast, logistic regression, which learns a linear model, has a stronger inductive bias. Why might relabeling effectiveness depend on the strength of a classifier’s inductive bias?

As classifier bias gets weaker, its ability to fit training data patterns increases and the likelihood that it overfits increases. Consider the effect of noise on overfitting. As the noise in training labels increases, overfitting starts to hurt more, because the classifier not only overfits data, but also overfits the wrong data. Therefore, we predict that with weaker inductive bias, relabeling will become more necessary to prevent large overfitting errors.

As an illustration, suppose we want to classify whether or not a person is a “senior citizen,” based on his/her age. Let the instance space \( \mathcal{X} \) be people between the ages of 0 and 100 and the distribution \( D \) uniform. Let us suppose the target concept is the simple threshold that everyone older than 65 is a senior citizen. The hypothesis class \( \mathcal{H}_1 \) that consists
Figure 4.2: An “O” represents an example labeled as a “senior citizen” and an “X” designates an example labeled as “not a senior citizen.” The target concept classifies all people older than 65 as senior citizens.

of all thresholds on $[0, \infty]$ has strong inductive bias. This hypothesis class is quite robust to noise, as shown in Figure 4.2. As long as the labeling accuracy is above 50%, a learning algorithm using $H_1$ will probably get the threshold approximately correct, so relabeling is not really necessary. Furthermore, spending one’s budget on additional examples increases the chance of getting examples that are close to the 65 year boundary and facilitates an accurate hypothesis.

Now consider a hypothesis class $H_2$ that allows the classifier to arbitrarily subdivide the space into regions (as in a decision tree with unbounded depth). This hypothesis class is extremely expressive and has weak inductive bias. Given the set of noisy examples in Figure 4.2, a learning algorithm using $H_2$ is very likely to overfit and achieve low accuracy. In this case, relabeling is very important, because it reduces the likelihood that the classifier overfits the noise.

4.3.1 Bound Analysis

We now make these intuitions precise by bounding classification accuracy in terms of a classifier’s Vapnik-Chervonenkis (VC) dimension [227]. Recall that the VC dimension of a
Figure 4.3: Given a fixed budget of 1000, we see in various settings of worker accuracy that as the VC dimension increases, more relabeling of a fewer number of examples achieves lower upper bounds on classification error.

A classifier measures the size of the largest finite subset of $\mathcal{X}$ that it is capable of classifying correctly (shatter). For example, the VC dimension of $\mathcal{H}_1$ is equal to 2, because a threshold can correctly classify any subset of 2 points from $\mathcal{X}$, but cannot correctly classify all subsets of 3 points. A classifier may make errors when trying to learn datasets with size larger than its VC dimension, but is guaranteed to have a hypothesis that can distinguish all power sets of a dataset with size less than or equal to its VC dimension. A higher VC dimension corresponds to weaker inductive bias.

We assume that the concept class we are considering, $\mathcal{C}$, is Statistical-Query (SQ) learnable [112]. While the theory of SQ-learnability is beyond the scope of this dissertation, this assumption basically guarantees the existence of a classifier that can PAC-learn the target concept under noise. Aslam & Decatur [10] provide a sufficient bound on $m$, the number of samples needed to learn to a given accuracy. If each sample is incorrectly labeled with probability at most $\xi_0$, then an error less than $\epsilon$ with probability at least $1 - \delta$ is guaranteed if $m$ satisfies:
\[ m = \mathcal{O}\left(\frac{1}{\tau^2 \epsilon^2 (1 - 2\xi_0)^2} \log^2 \frac{1}{\epsilon} \cdot \left( (VC + VC \log \frac{1}{\epsilon} \log \log \frac{1}{\epsilon}) \cdot \log \left( \frac{1}{\tau \epsilon (1 - 2\xi_0)} \frac{1}{\epsilon} \right) + \log \frac{1}{\delta} \right) \right), \]

where \( \tau \) is a parameter that controls how easily the problem is SQ-learnable.

Notice that in our problem setting, the noise rate \( \xi_0 \) depends on the total budget \( b \), the accuracy of the workers \( p \), and the number of examples \( m \) used to train the classifier. Given a fixed budget \( b \), as \( m \) is lowered, the noise rate \( \xi_0 \) decreases, because we use the budget for relabeling. Therefore, by fixing all parameters except for \( m \) and \( \epsilon \), we can use this bound to find the \( m \leq b \) that minimizes \( \epsilon \). We now analyze this bound when the aggregation function \( \zeta \) is a majority vote.

We begin by computing \( \xi_0 \) given our choice of \( m \). Since \( m \) may not divide the budget \( b \) perfectly, one or more training examples may get an additional label. Let \( K = \lfloor \frac{b}{m} \rfloor \) be the minimum number of labels each example has if we train using \( m \) examples with budget \( b \). Let \( m_{K+1} = b - (mK) \) denote the number of examples with \( K + 1 \) labels. Let \( m_K = m - m_{K+1} \) be the number of examples with \( K \) labels. Then, we compute \( \xi_0 \) as:

\[ \xi_0 = \frac{m_K (1 - \eta_{K}(p)) + m_{K+1} (1 - \eta_{K+1}(p))}{m} \]

Because the function that computes aggregate accuracy for majority vote, \( \eta_{\zeta_k} \), is not defined for \( k \) that is even, we use the defined points for when \( k \) is odd along with their reflections across the axes and fit a logistic curve of the form

\[ \eta_{\zeta_k} = \frac{c_0}{1 + e^{-c_1(k-c_2)}} \]

in order to estimate \( \eta_{\zeta_k} \). We use Scipy’s curve fitting library [98], which uses the Levenberg-Marquardt algorithm. The resulting curve is not perfect, but accurately reflects the shape of \( \eta_{\zeta_k} \).
Solving for \( \epsilon \) analytically is difficult, so we employ numerical methods. Since we are only concerned with the change in \( \epsilon \) as a function of \( m \) across various VC dimensions, constant factors don’t matter so we set \( \tau = 0.1 \) and \( \delta = 0.1 \). Now we use Scipy’s optimization library [98] to solve for the error bound, \( \epsilon \), for all values of \( m < b = 1000 \).

Figure 4.3 shows the curves that result for various settings of worker accuracy and VC dimension. We see that as the VC dimension increases, \( m \), the number of examples (each labeled \( \approx 1000/m \) times) that minimizes the upper bound on error, decreases. Thus the optimal relabeling redundancy increases with increasing VC dimension. Furthermore, note that when workers are 90% accurate, unilabeling yields the lowest bounds at low VC dimensions while relabeling produces the lowest bounds when VC dimension is high.

Our analysis suggests a method to pick label redundancy, the number of times to relabel each example. We can simply choose the value of \( m \) that minimizes the upper bound on error for the given VC dimension. One caveat: the value which produces the minimum error bound does not necessarily guarantee the minimum error, unless the bound is tight. Still, we plan to experiment with this heuristic in the future.

4.3.2 Simulated Datasets

We now present experiments that empirically study the effect of inductive bias on relabeling accuracy. For these experiments we test on an artificial dataset, which allows us to control for various parameters. Our datasets contain two Gaussian clusters, which correspond to the two classes. To generate a dataset, we first we pick the number of features to be \( z = 50 \). Then we randomly pick two means, \( \mu_1, \mu_2 \in [0, 1]^z \). Next we randomly pick two corresponding covariance matrices \( \Sigma_1, \Sigma_2 \in [0, 1]^{z \times z} \).

For each Gaussian cluster (class), we generate an equal number of examples. Setting a labeling budget of \( b = 500 \), we can now train classifiers. We compare a unilabeling strategy against relabeling strategies using 2/3-, 3/5- and 4/7-relabeling. We simulate moderately accurate workers \( (p = 0.75) \) using the classification noise model. We average each strategy over 1000 runs, and use standard error to compute 95% confidence intervals.
Figure 4.4: As the number of features (VC dimension) increases, relabeling becomes more and more effective at training an accurate logistic regression classifier.

Figure 4.5: Classifiers with weaker inductive bias tend to benefit more from relabeling.
Figure 4.6: Decision trees with lower regularization tend to benefit more from relabeling.

Figure 4.4 shows how VC dimension affects the power of relabeling. Here we use a logistic regression classifier and set an $l^2$-regularization with a balanced regularization constant such that relabeling strategies (which receive a fewer number of examples) are not unfairly over-regularized. We use a linear classifier so that as we vary the number of features, we vary the VC dimension, which is equal to the number of features plus one [70]. We see that as the VC dimension increases, relabeling becomes more cost effective.

Figure 4.5 shows how different types of classifiers perform. We use classifiers from the Scikit-learn [168] package in their default settings. We see that logistic regression and support vector machine (SVM) both perform best with a unilabeling strategy, but decision trees, random forests, and nearest neighbor classifiers do not, because these classifiers have high expressiveness and weak inductive bias.

Figure 4.6 shows how a decision tree classifier performs as we vary its maximum depth. Since increasing the depth of a decision tree increases the expressiveness of the corresponding logical formula, increasing depth corresponds to weaker inductive bias. We see that as the maximum depth increases, relabeling becomes the more effective strategy.

Our experiments validate the insights described previously. Overall, we believe that
for low-dimensional data and strongly biased classifiers, unilabeling may be the method of choice. If, however, the VC dimension is high, then relabeling is likely preferred.

4.4 The Effect of Worker Accuracy

We now consider the effect of worker accuracy on relabeling. In the extreme case, relabeling cannot possibly help if workers are perfect. Conversely, there is seemingly great potential to improve the quality of one’s training set when worker accuracies are barely over $p = 0.5$. Hence, our a priori belief was that relabeling should be more effective when workers are less accurate.

However, this intuition is faulty as we now explain. Indeed, [92] show that typical relabeling strategies have the maximum effect on the accuracy of a training set (not on the resulting classifier), when workers are of intermediate abilities. Consider Figure 4.7, which plots the increase in aggregate accuracy of the training data when relabeling instead of unilabeling as a function of worker accuracy. The three peaks happen between 0.73–0.79.
Figure 4.8: When the workers are moderately accurate \((p = 0.75)\), the decrease in the upper bound on error from additional relabeling is greatest.

We also observe that 2/3-relabeling only improves accuracy by about 0.1 in the best case, whereas 4/7-relabeling can get to an almost 0.2 increase. Furthermore, as the amount of relabeling is increased, the peak in accuracy gain moves to the left, suggesting that strategies with increasing amounts of relabeling have their maximum effect as the workers become less accurate.

But these past results only apply to the quality of a training set, not the accuracy of the resulting classifier. By considering the accuracy of the classifier, we must address the confounding factor that eschewing relabeling frees budget to be spent labeling new examples. To study this scenario further we continue the analysis technique from the previous section to produce Figure 4.8, which compares various upper bound curves for different settings of worker accuracy in the setting of \(VC=1\) and \(budget=1000\). Consider the difference in error bound as \(m\) ranges between 333 (when every example is labeled 3 times) to 1000 (when thrice as many examples are labeled once). This delta is much greater when the workers are moderately accurate \((p = 0.75)\) than for other settings of worker skill. These differences in error bound support the belief that typical relabeling strategies are most likely to reduce
For simulated Gaussian datasets, relabeling strategies based on majority-vote are most powerful at moderate values of worker accuracy.

classifier error when \( p \) is not an extreme value.

### 4.4.1 Simulated Datasets

To confirm these insights, we again present experimental analysis using our artificial Gaussian datasets, and use varying settings of worker accuracy. As in the previous section, we fix the number of features to be \( z = 50 \), and the budget to be \( b = 500 \). We train using decision trees and set the maximum depth to be 10. For this experiment, instead of averaging over 1000 runs, we average over 2000 runs in order to create tight confidence intervals across varying worker accuracies.

Figure 4.9 shows our results. The more highly redundant approaches, 4/7- and 3/5-relabeling, clearly have their maximum benefit when workers are 65% accurate. On the other hand, 2/3-relabeling has its maximum benefit somewhere between \( p = 0.65 \) and \( p = 0.75 \). These results mirror our intuition and our theoretical analysis. Thus, choosing the correct amount of relabeling redundancy is a complex decision which ideally should be informed by knowledge of worker accuracy.
4.5 The Effect of Budget

We now investigate the effect of budget on relabeling power. Intuitively, one might think that as the budget increases, relabeling will become the more effective strategy, because in the extreme case of when the budget is infinitely large, we should clearly label each example infinitely many times. Such a strategy allows us to train the classifier using the entire set of noiseless examples. However, this extreme case does not arise in typical finite budgets, and in fact our experiments show quite an opposite trend.

We again train a decision tree with a maximum depth of 10 using our simulated Gaussian datasets with $z = 50$ features and moderately accurate workers ($p = 0.75$), and we vary the total budget. We plot the resulting learning curves in Figure 4.10, which are averaged over 1000 runs. We see that while initially relabeling strategies achieve higher accuracy than unilabeling, eventually unilabeling overtakes relabeling somewhere around a budget of 60,000, because the slope of the unilabeling learning curve is higher than that of the relabeling curves. Indeed, increasing the amount of relabeling decreases the slope while increasing the initial accuracy.

Upon reflection, such a result makes sense. With very low budgets, classifiers are unable to generalize well with noisy data. However, with a large enough budget, the noise becomes simply that: irrelevant noise. There are enough accurate examples such that the classifier can learn a correct hypothesis that ignores the noisy data.

We also plot learning curves using poor workers ($p = 0.55$) in Figure 4.11 in order to show the effect more clearly. When the budget reaches approximately 4,000, unilabeling begins to achieve higher accuracies than relabeling. Interestingly, these two figures also show the effect of worker accuracy. Unilabeling takes much longer to start achieving higher accuracies when the workers are moderately accurate because relabeling strategies are most powerful in this setting.

We conclude that increasing the budget tends to benefit unilabeling, and the point at which unilabeling defeats relabeling is controlled by other factors, like worker accuracy.
Figure 4.10: When $p = 0.75$, relabeling strategies initially achieve higher accuracies than unilabeling, but are eventually defeated.

Figure 4.11: When $p = 0.55$, relabeling strategies initially achieve higher accuracies than unilabeling, but are defeated earlier than when $p = 0.75$. 
<table>
<thead>
<tr>
<th>Dataset</th>
<th># Features</th>
<th># Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Breast Cancer</td>
<td>9</td>
<td>699</td>
</tr>
<tr>
<td>(b) Bank Note Authentication</td>
<td>4</td>
<td>1372</td>
</tr>
<tr>
<td>(c) Seismic Bumps</td>
<td>18</td>
<td>2584</td>
</tr>
<tr>
<td>(d) EEG Eye State</td>
<td>14</td>
<td>14980</td>
</tr>
<tr>
<td>(e) Sonar</td>
<td>60</td>
<td>208</td>
</tr>
<tr>
<td>(f) Breast Cancer Diagnostic</td>
<td>30</td>
<td>569</td>
</tr>
<tr>
<td>(g) Hill-Valley</td>
<td>100</td>
<td>606</td>
</tr>
<tr>
<td>(h) Hill-Valley with Noise</td>
<td>100</td>
<td>606</td>
</tr>
<tr>
<td>(i) Internet Ads</td>
<td>1558</td>
<td>2359</td>
</tr>
<tr>
<td>(j) Gisette</td>
<td>5000</td>
<td>6000</td>
</tr>
<tr>
<td>(k) Farm Ads</td>
<td>54877</td>
<td>4143</td>
</tr>
<tr>
<td>(l) Spambase</td>
<td>57</td>
<td>4601</td>
</tr>
</tbody>
</table>

Table 4.1: The 12 datasets we use, with the total number of examples and number of features in each.

### 4.6 Real Dataset Experiments

We now compare unilabeling and relabeling using 12 datasets from the UCI Machine Learning Repository [13], with the goal of matching trends observed in simulated datasets with real-world datasets. We list the datasets in Table 4.1. We use half of the available examples as the budget, and hold out 15% of the examples for testing. We simulate workers at accuracies of $p = 0.55$ and $p = 0.75$. We train a logistic regression classifier (a linear classifier) so that we can observe trends with varying VC dimension. Our results, averaged over 1000 runs, are shown in Figures 4.1 and 4.12.

We see that when the workers are poor ($p = 0.55$), domains are split evenly with respect to which strategy is performing better. This can be explained based on the VC dimension. In
Figure 4.12: Unilabeling obtains better classifiers in some datasets, even when the workers are moderately accurate (p=0.75).

the five domains with high VC dimensions (100 or more features) relabeling is outperforming unilabeling.

When comparing Figures 4.1 and 4.12 we observe that relabeling performance has improved with higher worker accuracy. This result is directly explained by the analysis in the section on worker accuracy. We see that 75% accuracy results in quick improvement of training quality using majority vote; 55% accuracy is a bad setting since relabeling only results in slow improvement.

Overall, we find that the experiments on real datasets confirm the trends discussed earlier and shown in our simulation experiments.

4.7 Related Work

A large body of work develops various methods for aggregating labels. For example, see [58, 242, 177, 133]. Of note is BBMC [236], which develops a model that integrates active learning with data curation and model learning. Their algorithm can potentially trade off between relabeling and acquiring labels for new examples, but it is not general and is tied
to their own classifier. Further, they do not consider this tradeoff. Note that the previous two chapters consider automated methods to decide when to relabel, but the goal is data accuracy instead of classifier accuracy.

Several researchers have considered how to pick examples or workers for (re)labeling when active learning or selective sampling [67, 66, 68, 246, 59, 198, 253]. However, unlike our work, these do not answer the fundamental question of when to relabel.

Agnostic Learning [113, 15, 80] is a general learning setting that makes little to no assumptions about learners and datasets. In this setting, noise refers to the labels that are inconsistent with the best hypothesis that is available to the learner. Thus agnostic learning can be viewed as a setting in which the goal is to train a classifier that fits both the noise and the data as well as possible. This scenario is inherently different than the one we consider, where noise is an incorrect label, not an inconsistent one, and we want to learn a classifier that fits the ground truth despite the noise.

Many works (e.g. [161, 114, 48]) design noise-tolerant classifiers. However, these works are orthogonal to ours in purpose. We focus on the tradeoff between unilabeling and relabeling for any black-box classifier. Our results can inform the relabeling strategy for noise-tolerant classifiers.

Several works seek to understand the sample complexity of classifiers under noise. [122, 8] derive bounds for classifiers that minimize their training error. The Statistical Query Model [112] can show that many PAC learning algorithms can be transformed into ones which tolerate classification noise.

4.8 Conclusion

We have shown that when using crowdsourcing to learn the most accurate classifier possible with a fixed budget, relabeling examples should not be a default go-to strategy, as unilabeling often results in higher accuracies. We provide theoretical justification and empirical evidence using simulated and real datasets to show the following:
• Relabeling provides the most benefit to expressive classifiers with weak inductive bias. When the classifier being trained is linear, a relabeling strategy (and, indeed, higher levels of redundancy) is more likely to be appropriate when the domain has a large number of features.

• Typical relabeling strategies provide the most benefit when workers are moderately accurate, and not when they are extremely error-prone, as one might naively suspect. Unilabeling is preferred when workers are very accurate.

• As the labeling budget increases, unilabeling provides increasing benefits, but relabeling is often the more effective strategy when the budget is small.
Chapter 5

RE-ACTIVE LEARNING: ACTIVE LEARNING WITH RELABELING

5.1 Introduction

In the last chapter, we examined how various properties of learning algorithms affect the noise versus size tradeoff when collecting training data. However, we did not prescribe a method for actually making this tradeoff, which is the goal of this chapter. To accomplish this goal, we maintain the assumptions of the last chapter (all tasks are the same and all workers are independently and identically Bernoulli-distributed), and we build on the long-studied subfield of active learning.

Active learning algorithms reason about the best examples to annotate in order to minimize the expense of labeling training data. However, traditional active-learning methods assume a single annotator, either perfect [190] or noisy [113]. In this setting, such algorithms always pick a new example to label, since they can gather no new information about examples which have already been labeled. We extend this traditional active learning framework to allow for relabeling in a generalization we call re-active learning. In re-active learning, we wish to answer the crucial question “Which example should we label or re-label next in order to maximize classifier performance?”

Standard active learning strategies like uncertainty sampling [126] and expected error reduction [182, 108] can be naively extended for re-active learning by allowing them to pick any (labeled or unlabeled) point using their existing approaches. Unfortunately, we show that such extensions do not perform well, because they do not utilize all sources of knowledge, are myopic, or both. These extensions often suffer from infinite looping, when the learner repeatedly annotates the same example, because they only consider information gleaned from...
the classifier and ignore the valuable information stored in the number and agreement of the gathered labels.

Therefore, we introduce alternative extensions of uncertainty sampling that can reason about the information in the labels. We also propose a new class of algorithms, impact sampling, which picks the example to label that has the potential to change the classifier the most. By reasoning about whether an additional label can change the classifier, impact sampling elegantly eliminates the starvation problems described above. Many active learning methods use greedy search to reduce combinatorial explosion, but the resulting myopia is especially problematic with relabeling — if the first two labels agree, then a third may have no effect. To combat this problem, we introduce a novel technique, called pseudo-lookahead, that can tractably mitigate myopia. We then characterize the relationship between impact sampling and uncertainty sampling, and show that, surprisingly, in many noiseless settings, impact sampling can be viewed as a generalization of uncertainty sampling. Finally, we conduct empirical experiments on both synthetic and real-world datasets, showing that our new algorithms significantly outperform traditional active learning techniques and other natural baselines on the problem of re-active learning.

5.2 Preliminaries

We now set up the framework for re-active learning, which is very similar to the framework for the last chapter. Let $\mathcal{X}$ denote the space of examples, $\mathcal{Y} = \{0, 1\}$ a set of labels, and $D$, a distribution over $\mathcal{X}$. Let the true concept be $h^*: \mathcal{X} \rightarrow \mathcal{Y}$. Let $\mathcal{H}$ be a class of hypotheses, from which our learning algorithm, $A$, tries to select the $h \in \mathcal{H}$ that minimizes the error $\epsilon(h) = P_{x \sim D}(h(x) \neq h^*(x))$. We assume that each worker exhibits the same (but unknown) accuracy $p \in (0.5, 1]$, an assumption known as the classification noise model [8], and we assume worker errors are independent. We assume that acquiring a label for an example incurs a fixed unit cost.

Let $\mathcal{X}_L \subseteq \mathcal{X}$ denote the current set of labeled examples, and $\mathcal{X}_U = \mathcal{X} - \mathcal{X}_L$ denote the set of unlabeled examples. Let $L = \{(x_i, y_i)\}$ denote the multiset of example and label pairs,
and for each $x_i \in \mathcal{X}_L$, let $L_{x_i} = \{l^1_i, \ldots, l^\Xi_i\}$ be the multiset of labels for $x_i$, where $\Xi_i$ is the number of labels for $x_i$. Let $\zeta(L_{x_i})$ output an aggregated label for an example given the noisy labels for that example. $\zeta$ can be as simple as majority vote or use more complex statistical techniques (e.g., [58, 242, 133]). We run our learning algorithm $A$ using $L$ and the corresponding aggregated labels output by $\zeta$. Given the current $L$, the goal of re-active learning is to select an example $x \in \mathcal{X}$ (not $x \in \mathcal{X}_U$, as in traditional active learning) such that acquiring a label for $x$ and adding it to $L$ minimizes the long-term error of the classifier output by $A$.

5.3 Algorithms For Re-Active Learning

5.3.1 Uncertainty Sampling

Uncertainty sampling [126] is one of the most popular algorithms for active learning [190]. To pick the next example to label, it simply computes a measure of the classifier’s uncertainty for each example in the unlabeled set, $\mathcal{X}_U$, and then returns the most uncertain one. Let $P_A(h^*(x_i) = y)$ denote the probability output by the learning algorithm that $h^*(x_i) = y$ after training on $L$. Then let $M_A(x_i) = -\sum_{y \in \mathcal{Y}} P_A(h^*(x_i) = y) \log P_A(h^*(x_i) = y)$ denote the entropy of those probabilities for an example $x_i$. We denote as US$_{\mathcal{X}_U}$ the strategy that returns the example in $\mathcal{X}_U$ with highest entropy: $\arg\max_{x \in \mathcal{X}_U} M_A(x)$.

One could na"ively apply uncertainty sampling to re-active learning by allowing it to sample from the full sample space $\mathcal{X} = \mathcal{X}_U \cup \mathcal{X}_L$. We denote this algorithm US$_{\mathcal{X}}$. Unfortunately, US$_{\mathcal{X}}$ can result in extremely poor performance.

Consider Figure 5.1. Suppose that $x_1$ and $x_2$ are the only labeled points in this distribution of diamonds and circles and $h$ is the current hypothesis. Then, US$_{\mathcal{X}}$ will pick $x_1$ or $x_2$ to relabel, because they are the closest to $h$, and thus have the highest uncertainty. In fact, US$_{\mathcal{X}}$ will likely pick $x_1$ or $x_2$ to relabel repeatedly, because each time it picks $x_1$ or $x_2$, it will receive a label that will most likely not change the aggregated label, $\zeta(L_{x_i})$ (assuming low label noise). Since the labels used to train the classifier will not change, the classifier itself
Figure 5.1: An example domain in which a naïve extension of uncertainty sampling to re-active learning, USX, can fall into a trap. Given that x1 and x2 are the only labeled points in this distribution of diamonds and circles and h is the current hypothesis, uncertainty sampling is likely to converge to behavior in which it will always pick these same examples to relabel and cause an infinite loop in which no learning takes place. The true hypothesis, h∗, will never be learned.

will not change, forming an infinite loop during which other useful points get starved and no learning takes place, causing convergence to a suboptimal hypothesis.

This weakness is similar to the hasty generalization problem found in active learning [57], but is distinct, because points are not relabeled in traditional active learning. We find experimentally that USX gets stuck in unproductive infinite loops quite often. The problem is that in many cases, the most uncertain example (according to the classifier) could be a labeled example, which is actually quite certain (according to the current label multiset).

Extensions of Uncertainty Sampling for Re-Active Learning

Clearly, any extension of uncertainty sampling to re-active learning needs to consider both M(xi), the classifier’s uncertainty, and the label’s uncertainty, which we denote ML(xi). We define ML(xi) as the entropy of the labels themselves: 

\[ ML(xi) = - \sum_{y \in Y} P(h^*(xi) = y \mid Lxi) \log P(h^*(xi) = y \mid Lxi) \]

where the label posterior P(h^*(xi) \mid Lxi) is computed by applying Bayes’ rule to the observed labels Lxi on top of a uniform prior:

\[
P(h^*(xi) \mid Lxi) \propto P(Lxi \mid h^*(xi)) = \prod_{l_i \in Lxi} \mathbb{1}(h^*(xi) = l_i) p + \mathbb{1}(h^*(xi) \neq l_i)(1 - p).
\]

We propose a new aggregate uncertainty measure, which is a weighted average of these
two uncertainties: \((1 - \alpha)M_A(x_i) + \alpha M_L(x_i)\), where \(\alpha \in [0, 1]\). We denote this new algorithm, which picks the example \(x_i\) with the highest aggregate uncertainty, as \(\text{US}_X^\alpha\). By definition, \(\text{US}_X^0\) is equivalent to \(\text{US}_X\). However, we also note the following interesting and counter-intuitive fact that weighting label uncertainty highly (large \(\alpha\)) results in behavior equivalent to that of standard uncertainty sampling for active learning (\(\text{US}_X^U\)), which only considers classifier uncertainty. We first provide an intuitive explanation before presenting a formal proof.

First, notice that the label uncertainty, \(M_L\), of any unlabeled example is the highest possible. There must exist a weighting such that combination of the highest possible classifier uncertainty, \(M_A\), and the second highest possible label uncertainty is not large enough to exceed the label uncertainty of an unlabeled example. With this weighting, \(\text{US}_X^\alpha\) will never relabel an example, and instead pick among the unlabeled examples. Since all the unlabeled examples have the same label uncertainty, the example it picks will be determined based on the classifier’s uncertainty, just as in \(\text{US}_X^U\).

**Theorem 5.1.** For any given learning problem with no existing labels or only singly-labeled examples, there exists an \(0 < \alpha' < 1\) such that for all \(\alpha \in [\alpha', 1]\), \(\text{US}_X^\alpha\) and \(\text{US}_X^U\) will always select the same example to label. Thus, \(\text{US}_X^\alpha\) is equivalent to \(\text{US}_X^U\).

Note that this theorem does not say that \(\text{US}_X^\alpha\) will select the same example to label as \(\text{US}_X^U\) given an arbitrary \(L\) constructed using another method. But it does say that if they both start with an empty label multiset \(L\), they will always select the same example to label next at every timestep through the re-active learning process.

**Proof.** We first show that the theorem is true when \(X_L\) only contains singly-labeled examples. By definition, \(\text{US}_X^\alpha\) will always pick the unlabeled example with the highest classifier uncertainty \(x_u^* = \arg\max_{x_u \in X_U} M_A(x_u)\), if the following Condition holds: \(\alpha\) is set such that \((1 - \alpha)M_A(x_l) + \alpha M_L(x_l) < (1 - \alpha)M_A(x_u^*) + \alpha M_L(x_u^*)\) for all \(x_l \in X_L\). There are two cases: when \(M_A(x_l) \leq M_A(x_u^*)\) and when \(M_A(x_l) > M_A(x_u^*)\). In each case, we find an \(\alpha'\) such that for all \(\alpha > \alpha'\) the Condition holds, and then use the larger \(\alpha'\) to satisfy the theorem.
We first look at the first case. Since \( x_l \) is singly-labeled and \( x_u^* \) is unlabeled, \( M_L(x_u^*) > M_L(x_l) \) (because \( p > 0.5 \)). Therefore, \( \alpha M_L(x_u^*) > \alpha M_L(x_l) \) for all \( \alpha > 0 \). Similarly, because we assume \( M_A(x_l) \leq M_A(x_u^*) \), we have \( (1 - \alpha)M_A(x_l) \leq (1 - \alpha)M_A(x_u^*) \) for all \( \alpha < 1 \). Let \( \alpha' = 0 \). Then we have that for all \( \alpha \geq \alpha' \) and \( \alpha \leq 1 \), the Condition holds.

Now we look at the second case. We see via algebra that \( (1 - \alpha)M_A(x_l) + \alpha M_L(x_l) < (1 - \alpha)M_A(x_u^*) + \alpha M_L(x_u^*) \) when \( \alpha > \frac{M_A(x_l) - M_A(x_u^*)}{M_A(x_l) - M_A(x_u^*) + M_L(x_u^*) - M_L(x_l)} \). Let \( \alpha' = \max_{x_l \in \mathcal{X}_L} 0.69 \). We first prove that \( 0 < \alpha' < 1 \). As we noticed in the first case, \( M_L(x_u^*) > M_L(x_l) \), so we have that \( M_L(x_u^*) - M_L(x_l) > 0 \). Therefore, \( 0 < \alpha' < 1 \). Now we prove that the Condition holds true when \( \alpha > \alpha' \). Since \( M_A \) is an entropy of a binary random variable, by definition, the maximum possible entropy is \(-2(0.5) \ln(0.5) = 0.69 \). Therefore, \( M_A(x_l) - M_A(x_u^*) \leq 0.69 \) for all \( x_l \) which means that

\[
\frac{0.69}{0.69+(M_L(x_u^*)-M_L(x_l))} \geq \frac{M_A(x_l) - M_A(x_u^*)}{M_A(x_l) - M_A(x_u^*) + M_L(x_u^*) - M_L(x_l)}
\]

for all \( x_l \). Since \( \alpha' \) is an upper-bound on \( \frac{0.69}{0.69+(M_L(x_u^*)-M_L(x_l))} \), we have \( \alpha' \geq \frac{M_A(x_l) - M_A(x_u^*)}{M_A(x_l) - M_A(x_u^*) + M_L(x_u^*) - M_L(x_l)} \) for all \( x_l \). Therefore, the Condition holds true when \( \alpha > \alpha' \) for all \( x_l \).

Because in the first case \( \alpha \) can be set arbitrarily between 0 and 1, the \( \alpha' \) set in the second case renders the Condition true for all \( x_l \in \mathcal{X}_L \). Thus, we have shown the theorem is true when \( \mathcal{X}_L \) only contains singly-labeled examples. Now, since both \( US_{\alpha \mathcal{X}} \) and \( US_{\mathcal{X}_U} \) start with \( \mathcal{X}_L = \emptyset \), by induction, \( \mathcal{X}_L \) will only ever contain singly-labeled examples, and so these two strategies are equivalent.

\( \square \)

An alternative way we can use the popular framework of uncertainty sampling to fit the new framework of re-active learning is to simply use \( US_{\mathcal{X}_U} \), but label each new example a fixed number of times. We use \( US_{\mathcal{X}_U}^{j/k} \) to denote the algorithm that picks a new example to label via \( US_{\mathcal{X}_U} \), and then relabels that example using \( j/k \)-relabeling, where the algorithm can request up to \( k \) labels, stopping as soon as \( j = \lceil k/2 \rceil \) identical labels are received. Unfortunately, for both \( US_{\alpha \mathcal{X}} \) and \( US_{\mathcal{X}_U}^{j/k} \), learning optimal values for hyperparameters, \( \alpha \) or \( k \), can be difficult.
5.3.2 Expected Error Reduction

Expected error reduction (EER) [182, 108] is another active learning technique that can be extended to the framework of reactive learning. EER simply chooses to label the example that maximizes the expected reduction in classifier error, where the expected error of a classifier is estimated using the probabilities output by that classifier.

To extend EER to consider relabeling, we must first compute the probability, \( Q(y|x_i) \), that we receive label \( y \) if we query example \( x_i \). Let \( P_A(h^*(x_i) = y | L_{x_i}) \) be the probability that the correct label of \( x_i \) is \( y \); we may compute it by first using the currently learned classifier’s beliefs as a prior and then performing a Bayesian update with the observed labels \( L_{x_i} \):

\[
\begin{align*}
P_A(h^*(x_i) | L_{x_i}) & \propto P(L_{x_i} | h^*(x_i))P_A(h^*(x_i)) \\
& = P_A(h^*(x_i)) \prod_{l'_i \in L_{x_i}} \mathbb{1}(h^*(x_i) = l'_i)p + \mathbb{1}(h^*(x_i) \neq l'_i)(1 - p).
\end{align*}
\]

Then, \( Q(y|x_i) = pP_A(h^*(x_i) = y | L_{x_i}) + (1-p)P_A(h^*(x_i) \neq y | L_{x_i}) \). Now, let \( L \oplus \{(x_i, y)\} \) denote the addition of the element \( (x_i, y) \) to the multiset \( L \), and let \( \epsilon(A|L) \) denote the error of the classifier returned by running \( A \) using the labels, \( L \). Conceptually, EER returns \( \text{argmin}_{x \in X} \{ \sum_{y \in Y} Q(y|x)\epsilon(A|L \oplus \{(x, y)\}) \} - \epsilon(A|L) \), and it approximates \( \epsilon \) using the probabilities output by the learned classifier. In particular, if \( P_A(h^*(x_i) = y) \) is the probability output by \( A \) that the correct label of \( x_i \) is \( y \), then \( \epsilon \) can be computed as \( \sum_{x_i \in X} \min_y P_A(h^*(x_i) = y) \).

Unlike \( \text{US}_X \), EER is able to incorporate knowledge about label uncertainty. Unfortunately, like \( \text{US}_X \), EER can starve points. Suppose that the expected reduction in error from querying any unlabeled point \( x_u \) is negative. Such a result can occur due to the myopic nature of EER and the amount of uncertainty in the problem. Adding a single additional example may, in the short-term, cause the classifier to make more mistakes than before. Next, suppose that the expected reduction in error from querying any labeled point \( x_l \) is 0. Such a result is common, since oftentimes a single extra label will not change the resulting aggregated labels output by \( f \), especially if \( x_l \) has already been labeled many times. For example, if \( f \) is a
simple majority vote, and \( L_{x_1} \) contains at least 2 more labels of one class than of another, then
adding an additional label to \( L_{x_1} \) will have zero expected error reduction. In this scenario,
EER will query \( x_1 \) over and over, starving valuable data points as did US\(_X\).

As a concrete example, consider the toy distribution in Figure 5.2. Suppose we are train-
ing a classifier \( A \) that is max-margin, and which outputs probability predictions \( P_A(h^*(x_i) = \text{diamond}) \) and \( P_A(h^*(x_i) = \text{circle}) \) that scale linearly with distance from the hyperplane.
Next, suppose \( x_5 \) is the only unlabeled example and it is so close to \( h \) that \( P_A(h^*(x_5) = \text{diamond}) = P_A(h^*(x_5) = \text{circle}) = 0.5 \). Finally, suppose that \( x_1, x_2, x_3, \) and \( x_4 \) are the only labeled examples, which have already been labeled many times so that they have converged,
and they are far enough from \( h \) so that \( P_A(h^*(x_1) = \text{diamond}), P_A(h^*(x_2) = \text{diamond}), P_A(h^*(x_3) = \text{circle}), \) and \( P_A(h^*(x_4) = \text{circle}) \) are all equal to 1. Then the error of the current
hypothesis \( h \) is 0.5, because of negligible error from \( x_1, x_2, x_3, \) and \( x_4 \) and 0.5 error from
\( x_5 \). Adding an additional label to the labeled examples will not cause the hypothesis to
move, and so the error remains 0.5, leading to a zero expected error reduction. However,
labeling \( x_5 \) will move the hypothesis to \( h' \), which increases the expected error from 0.5 to
0.75, because of negligible error from the two examples furthest away and 0.25 error from
the three examples closest to \( h' \). Thus, in this example, EER will never query \( x_5 \) and label
\( x_1, x_2, x_3, \) and \( x_4 \) infinitely many times.

This infinite-looping problem is exacerbated by the fact that full EER is computationally
intractable. Just computing the expected future error for a single new label requires retrain-
ing a classifier twice. In order to make EER practical, one must restrict the set of examples
from which EER may recommend points. However, reducing the number of points that EER
may query from only increases the likelihood that EER falls prey to infinite looping.

### 5.3.3 Impact Sampling

We now introduce a new class of algorithms, impact sampling, which addresses the problems
with uncertainty sampling and EER. Impact sampling algorithms pick the next example
to (re)label that will impact the classifier the most, the intuition being that an example
Figure 5.2: Suppose $x_1$, $x_2$, $x_3$, and $x_4$ have been labeled multiple times and have converged to the correct label. Suppose $x_5$ is the only unlabeled example. If we are learning a max-margin classifier, then $h$ would be the current hypothesis. If $x_1$, $x_2$, $x_3$, and $x_4$ are far enough away from $h$ so that $P_A(h^*(x_1) = \text{diamond})$, $P_A(h^*(x_2) = \text{diamond})$, $P_A(h^*(x_3) = \text{circle})$, and $P_A(h^*(x_4) = \text{circle})$ are equal to 1, and $x_5$ is close enough to $h$ so that $P_A(h^*(x_5) = \text{diamond}) = P_A(h^*(x_5) = \text{circle}) = 0.5$, then the error of $h$ is 0.5. Labeling one of $x_1$, $x_2$, $x_3$, or $x_4$ will not change the hypothesis, and so the expected error reduction is 0. However, labeling $x_5$ will result in a hypothesis that increases the expected error from 0.5 to 0.75! As a result, EER is likely to converge to behavior in which it will always relabel $x_1$, $x_2$, $x_3$, and $x_4$ forever.
that heavily impacts the learned classifier must be a good example to label. Let $h_L$ be the hypothesis learned using learning algorithm $\mathcal{A}$, labels $L$, and aggregation function $\zeta$. We define the impact of example $x_i$ given label $y$, $\psi_y(x_i)$, as the probability that adding the additional label $y$ for $x_i$ changes the predicted label of an example in $\mathcal{X}$: $\psi_y(x_i) = P_{x \sim \mathcal{D}}(h_L(x) \neq h_L \oplus \{(x_i, y)\})(x)$.

Algorithm 5.1 describes the framework for computing the impact of an example $x_i$. First, it trains the classifier using the labeled data, producing a baseline hypothesis, $h_L$. Then, it trains one classifier supposing that it received a label 0 for example $x_i$, producing hypothesis $h_{L0}$, and another classifier supposing that it received the label 1 for example $x_i$, producing hypothesis $h_{L1}$. Next, it computes $\psi_0(x_i)$ and $\psi_1(x_i)$ by taking a sample from $\mathcal{X}$ and comparing the predictions of $h_{L1}$ and $h_{L0}$ against the predictions of $h$ on that sample, and computing the fraction of predictions that changed for each. Alternatively, it can reason about how classifiers change with training. Finally, it returns some $\text{weightedImpact}(\psi_0(x_i), \psi_1(x_i))$, as the total impact of an example, $\psi(x_i)$. We construct variations of impact sampling by redefining $\oplus$ or implementing $\text{weightedImpact}$ in various ways, which we now describe.

**Optimism**

The most straightforward way to implement $\text{weightedImpact}$ is to use label posteriors to compute the total expected impact $\psi(x_i) = \sum_{y \in \mathcal{Y}} Q(y|x_i) \cdot \psi_y(x_i)$. We use $\text{EXP}$ to denote impact sampling algorithms that compute an expected impact (e.g., $\text{impactEXP}$).

However, when training a classifier with noisy labels, the learned classifier often outputs beliefs that are wildly wrong. This can mislead the expected impact calculations and starve certain examples that could substantially improve the classifier, all because the classifier believes the impactful labels are unlikely. Furthermore, for most labeled examples in $\mathcal{X}_L$, at least one of $\psi_0$ and $\psi_1$ will be 0, biasing $\text{impactEXP}$ to undervalue their impact over that of an unlabeled point. Computing the expectation also requires knowledge of label accuracy, which, like in EER, must be learned. To mitigate these we inject impact sampling with some optimism by implementing $\text{weightedImpact}$ so that instead of returning the expected
Algorithm 5.1 Computation of Impact of an Example $x_i$

**Input:** Learning algorithm $A$, Example $x_i \in \mathcal{X}$, Examples $\mathcal{X}$, aggregation function $\zeta$, and label multiset $L$.

**Output:** Total impact of example $x_i$, $\psi(x_i)$

Initialize $\psi_0 = 0$, $\psi_1 = 0$.

$L_1 = L \oplus \{(x_i, 1)\}$, $L_0 = L \oplus \{(x_i, 0)\}$

$h_L = \text{retrain}(A, \zeta, L)$

$h_{L1} = \text{retrain}(A, \zeta, L_1)$

$h_{L0} = \text{retrain}(A, \zeta, L_0)$

$\mathcal{X}_S = \text{sample}(\mathcal{X})$

for $x_j \in \mathcal{X}_S$ do

  if $h_{L0}(x_j) \neq h_L(x_j)$ then
    $\psi_0 = \psi_0 + \frac{1}{|\mathcal{X}_S|}$
  end if

  if $h_{L1}(x_j) \neq h_L(x_j)$ then
    $\psi_1 = \psi_1 + \frac{1}{|\mathcal{X}_S|}$
  end if

end for

$\psi = \text{weightedImpact}(\psi_0, \psi_1)$

Return $\psi$
impact, it instead returns the maximum impact: $\psi = \max(\psi_0, \psi_1)$. This leads the system to pick the example that could produce the largest possible impact on the classifier. We use $OPT$ to denote impact sampling with optimism.

**Pseudo-Lookahead**

The most straightforward way to implement $\oplus$ is to simply add the new hypothetical labels for $x_i$ into the multiset $L_{x_i}$. However, such an implementation makes the algorithm myopic, because for certain multisets, a single additional label may have no effect on the aggregated label, $\zeta(L_{x_i})$, and thus no effect on the learned classifier. For example, if $\zeta$ is majority vote and $L_{x_i}$ currently has 2 positive votes and 0 negative votes, any single new annotation will have zero impact. Myopicity is problematic because correcting labeling mistakes may require gathering multiple labels for the same example. To alleviate this problem, we introduce the “pseudo-lookahead.”

Whenever impact sampling is considering an example $x_i \in X_L$ from the labeled set (the myopicity problem does not exist when considering a new unlabeled example), we implement the $\oplus$ operator so that instead of directly adding the new label $l_{i}^{new}$ into the current multiset $L_{x_i}$, we ensure that the classifier is trained with $l_{i}^{new}$ as the aggregated label, instead of $\zeta(L_{x_i})$. Let $\rho$ be the minimum number of additional labels needed to flip the aggregate label to $l_{i}^{new}$ ($\rho$ is zero if $l_{i}^{new}$ is already $\zeta(L_{x_i})$). We implement weightedImpact so that the computed impact of that label, $\psi_{i}^{new}$, is divided by $\max(1, \rho)$ before any additional computation: $\psi_{i}^{new} = \psi_{i}^{new} / \max(1, \rho)$. Intuitively, this pseudo-lookahead is computing a normalized impact of a single label, if impact sampling trains $A$ with aggregate label $l_{i}^{new}$ after receiving multiple such labels. We denote algorithms that use pseudo-lookahead with $PL$. We note that introducing pseudo-lookahead can theoretically cause impact sampling to starve certain examples of labels, but that we almost never see this behavior in our experimentation.
Implementation Issues

We can construct four different impact sampling algorithms with these different implementations of $\oplus$ and weightedImpact: \texttt{impactEXP}, \texttt{impactOPT}, \texttt{impactPLEXP} and \texttt{impactPLOPT}. In practice, optimism and pseudo-lookahead are methods for biasing towards more relabeling, so we implement them for computing impacts of labeled examples only.

Computing the impact of a single point can require retraining a classifier twice (much like EER), and thus picking a single point to (re)label can require up to $2|\mathcal{X}|$ retrainings. To speedup the implementation, we restrict impact sampling to choose only between 2 points instead of all of $\mathcal{X}$: the point recommended by $\texttt{US}_{\mathcal{X}_U}$, and the point recommended by $\texttt{US}_{\mathcal{X}_L}$ (uncertainty sampling applied to only $\mathcal{X}_L$.) We also try versions that choose among 7 points: the 2 points as before, and the 5 points returned by $\texttt{US}_{\mathcal{X}}^\alpha$ where $\alpha \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$. In the experiments, we indicate the number of points from which the strategy draws in parentheses.

Computing the impact also requires iteration over a sample of $\mathcal{X}$. Significant speedups may be achieved by sampling examples from regions that that are likely to have been affected by the additional hypothetical labels. One can keep track of such examples using k-d trees and geometric reasoning about the domain. We leave such an optimization for future work.

5.4 Behavior of Impact Sampling

We now formally verify that as long as the the way labels are aggregated is reasonable, \texttt{impactEXP} indeed solves the infinite looping problems that starve traditional active learning algorithms like $\texttt{US}_X$ and EER when they are applied to re-active learning. We first define a notion of reasonableness to capture the idea that an aggregation function should become more confident of its predictions as more labels are received. Then, we show that given such an aggregation function, relabeling an example multiple times will cause the impact of that example to eventually eventually decrease to zero, and thus \texttt{impactEXP} will prefer to label examples that have been labeled fewer times.
**Definition 5.2.** Let $\mathcal{X}$ be a set of examples and $\zeta$ be an aggregation function. Let $LP$ denote any labeling process that labels each example in $\mathcal{X}$ infinitely many times, and assume that each label is drawn independently according to the worker accuracy $p$. Let $L^1_\mathcal{X} \subset L^2_\mathcal{X} \subset \ldots$ denote an infinite sequence of label multisets created by $LP$ at times $t = 1, 2, \ldots$. Note that each $L^t_\mathcal{X}$ is a random variable. We denote the aggregation function $\zeta$ as **convergent** if and only if there almost surely (with probability 1 over all possible sequences of label multisets) exists an infinite sequence $t_1 < t_2 < \ldots$ such that for all $L' \in \{L^1_\mathcal{X}, L^2_\mathcal{X}, \ldots\}$ and any $x_i \in \mathcal{X}$, adding a single additional label for $x_i$ to $L'$ does not change any of the aggregated labels for $L'$.

Intuitively, this definition says that if an aggregation function is convergent, then as one keeps adding labels, one can always keep finding cases when adding an additional label won’t change any of the aggregated labels. Note that with this definition, common aggregation functions like EM-based algorithms and majority vote are convergent.

**Theorem 5.3.** Let $\mathcal{X}$ be a set of examples and $\zeta$ the aggregation function. If (1) $\text{impact}EX$ breaks ties randomly such that each of the tied examples has a nonzero probability of being chosen, and (2) $\zeta$ is convergent, then almost surely (with probability 1 over all possible label multiset sequences constructed by $\text{impact}EX$) there does not exist a time $t$ such that after $t$, only a strict subset of $\mathcal{X}$ will be labeled by $\text{impact}EX$ and each example in that subset is labeled infinitely many times.

*Proof.* Suppose for contradiction that there exists a time $t$ such that for all $t' > t$, only examples from a strict subset of examples $\mathcal{X}' \subset \mathcal{X}$ are labeled by $\text{impact}EX$, and each example in $\mathcal{X}'$ is labeled infinitely many times. Let $\overline{\mathcal{X}'} \subset \mathcal{X}$ denote the complement of $\mathcal{X}'$. By assumption that $\zeta$ is convergent, with probability 1 there exists an infinite sequence of times $T = \{t_1, t_2, \ldots\}$ at which adding any additional label for any example $x_j \in \mathcal{X}'$ to any of the label multisets $\{L^1_{\mathcal{X}'}, L^2_{\mathcal{X}'}, \ldots\}$ does not change any aggregated labels. Note that the impact of any example $x_j \in \mathcal{X}'$ is 0 at any time $t'' \in T$. There are two cases: 1) there exists some $x_k \in \overline{\mathcal{X}'}$ such that $\psi(x_k) > 0$, and 2) $\psi(x_k) = 0$ for all $x_k \in \overline{\mathcal{X}'}$.  

In the first case, by assumption there exists some time \( t'' \in T \) such that \( t'' > t' \). Then at time \( t'' \), \text{impactEXP} will label some \( x_k \in \overline{X} \), which is a contradiction.

For the second case, with probability 1, \text{impactEXP} will at some time in \( T \) pick some \( x_k \in \overline{X} \) to label, which is a contradiction.

While impact sampling and uncertainty sampling are ostensibly optimizing for two different objectives, we now show that, surprisingly, impact sampling can be considered a generalization of uncertainty sampling to the re-active learning setting. Specifically, in some noiseless learning problems (where relabeling is unnecessary) \text{impactEXP} reduces to \text{US}_X. Yet when relabeling is allowed, \text{impactEXP} behaves quite differently than \text{US}_X, the extension of \text{US}_X that can relabel.

We present a formal proof that \text{impactEXP} reduces to \text{US}_X for the following learning setting, which we denote \( P \): The goal is to learn a 1-D threshold \( t^* \) on \( X = [a, b], a, b \in \mathbb{R}, a < b \), where \( D \) is uniformly distributed on \( X \), and the data are linearly separable. We assume that workers are perfect, and thus no relabeling is necessary. We assume that that active learning methods are initialized with one positive example (class 1) and one negative example (class 1). We also assume that we are training a max-margin classifier that outputs probability predictions \( P_A(h^*(x_i) = 0) \) and \( P_A(h^*(x_i) = 1) \) that are symmetric and monotonic with respect to distance from the predicted threshold. Symmetric means if \( t \in X \) is the classifier’s currently learned threshold, then for all \( x_1, x_2 \in X \) such that \( x_1 \neq x_2 \), \(|x_1 - t| = |x_2 - t| \) if and only if \( P_A(h^*(x_1) = 1) = P_A(h^*(x_2) = 0) \). Monotonic means either for all \( x_1, x_2 \in X \), \( x_1 > x_2 \) if and only if \( P_A(h^*(x_1) = 1) > P_A(h^*(x_2) = 1) \), or for all \( x_1, x_2 \in X \), \( x_1 > x_2 \) if and only if \( P_A(h^*(x_1) = 1) < P_A(h^*(x_2) = 1) \). Max-margin classifiers like SVMs can easily output symmetric and monotonic probability predictions (e.g., by normalizing the distance to the hyperplane). We note that this learning problem we consider is popular in the active learning literature [55, 56]. Finally, we assume that all active learning methods subsample from \( X \) first to get a finite pool of unlabeled examples, \( X_U \), and they subsample
so that no two examples are the same distance from the threshold \( t \) (so that uncertainty sampling does not need to tiebreak.)

For ease of notation in our proofs, we denote with shorthand \( p_0(x_i) = P_A(h^*(x_i) = 0) \) and \( p_1(x_i) = P_A(h^*(x_i) = 1) \). We also note that because we are considering a setting with no noise, the total expected impact of a point \( x_i \) is \( \sum_{y \in \mathcal{Y}} p_y(x_i) \psi_y(x_i) \).

We now first prove the following lemma, which describes conditions under when the expected impact of an example will be greater than the expected impact of another example.

**Lemma 5.4.** If

1. \( (\psi_1(x_i) - \psi_0(x_i)) > \frac{\psi_0(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j)}{p_1(x_i)}, \) or

2. \( (\psi_0(x_i) - \psi_1(x_i)) > \frac{\psi_1(x_j) - \psi_1(x_i) + (\psi_0(x_j) - \psi_1(x_j))p_0(x_j)}{p_0(x_i)}, \) or

3. \( (\psi_0(x_i) - \psi_1(x_i)) > \frac{\psi_0(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j)}{p_0(x_i)}, \) or

4. \( (\psi_1(x_i) - \psi_0(x_i)) > \frac{\psi_1(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_0(x_j)}{p_1(x_i)}, \)

then, the total expected impact of \( x_i \) is larger than that of \( x_j \): \( \sum_{y \in \mathcal{Y}} p_y(x_i) \psi_y(x_i) > \sum_{y \in \mathcal{Y}} p_y(x_j) \psi_y(x_j) \).

**Proof.** For condition (1), we have that \( \sum_{y \in \mathcal{Y}} p_y(x_i) \psi_y(x_i) \)

\[
= p_0(x_i) \psi_0(x_i) + p_1(x_i) \psi_1(x_i) \\
= p_1(x_i)(\psi_1(x_i) - \psi_0(x_i)) + \psi_0(x_i) \\
> p_1(x_i) \frac{\psi_0(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j)}{p_1(x_i)} + \psi_0(x_i) \\
= \psi_0(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j) + \psi_0(x_i) \\
= \psi_0(x_j) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j) \\
= \sum_{y \in \mathcal{Y}} p_y(x_j) \psi_y(x_j).
\]
For condition (2), we have that \( \sum_{y \in \mathcal{Y}} p_y(x_i) \psi_y(x_i) \)

\[
= p_0(x_i) \psi_0(x_i) + p_1(x_i) \psi_1(x_i) \\
= p_0(x_i) (\psi_0(x_i) - \psi_1(x_i)) + \psi_1(x_i) \\
> p_0(x_i) \frac{\psi_0(x_j) - \psi_1(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_0(x_j)}{p_0(x_i)} + \psi_1(x_i) \\
= \psi_1(x_j) - \psi_1(x_i) + (\psi_0(x_j) - \psi_1(x_j))p_0(x_j) + \psi_1(x_i) \\
= \psi_1(x_j) + (\psi_0(x_j) - \psi_1(x_j))p_0(x_j) \\
= \sum_{y \in \mathcal{Y}} p_y(x_j) \psi_y(x_j).
\]

For condition (3), we have that \( \sum_{y \in \mathcal{Y}} p_y(x_i) \psi_y(x_i) \)

\[
= p_0(x_i) \psi_0(x_i) + p_1(x_i) \psi_1(x_i) \\
= p_0(x_i) (\psi_0(x_i) - \psi_1(x_i)) + \psi_1(x_i) \\
> p_0(x_i) \frac{\psi_0(x_j) - \psi_1(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j)}{p_0(x_i)} + \psi_1(x_i) \\
= \psi_0(x_j) - \psi_1(x_i) + (\psi_0(x_j) - \psi_0(x_j))p_1(x_j) + \psi_1(x_i) \\
= \psi_0(x_j) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j) \\
= \sum_{y \in \mathcal{Y}} p_y(x_j) \psi_y(x_j).
\]

For condition (4), we have that \( \sum_{y \in \mathcal{Y}} p_y(x_i) \psi_y(x_i) \)

\[
= p_0(x_i) \psi_0(x_i) + p_1(x_i) \psi_1(x_i) \\
= p_1(x_i) (\psi_1(x_i) - \psi_0(x_i)) + \psi_0(x_i) \\
> p_1(x_i) \frac{\psi_1(x_j) - \psi_0(x_i) + (\psi_0(x_j) - \psi_1(x_j))p_0(x_j)}{p_1(x_i)} + \psi_0(x_i) \\
= \psi_1(x_j) - \psi_0(x_i) + (\psi_0(x_j) - \psi_1(x_j))p_0(x_j) + \psi_0(x_i) \\
= \psi_1(x_j) + (\psi_0(x_j) - \psi_1(x_j))p_0(x_j) \\
= \sum_{y \in \mathcal{Y}} p_y(x_j) \psi_y(x_j).
\]
Theorem 5.5. In the noiseless learning problem $\mathcal{P}$ (with no relabeling), US$_{X_L}$ is equivalent to impactEXP.

Proof. We prove the theorem by showing that given any labeled set $\mathcal{X}_L$ that contains at least one positive and one negative example (we assume US$_{X_L}$ and impactEXP are initialized with these), if $x_i \in \mathcal{X}_U$ is the example chosen by US$_{X_U}$, $x_i$ will also be the example chosen by impactEXP. Let $t \in \mathcal{X}$ be the currently learned threshold, $x_\prec = \max \{ x \in \mathcal{X}_L : x < t \}$ denote the current greatest labeled example less than the threshold, and $x_\succ = \min \{ x \in \mathcal{X}_L : x > t \}$ denote the current smallest labeled example greater than the threshold. Assume without loss of generality that the negative examples are less than the threshold and the positive examples are greater than the threshold. Let $x_i \in \mathcal{X}_U$ be the point chosen by uncertainty sampling. We show that for $x_i$ and all other unlabeled points $x_j \in \mathcal{X}_U$, $x_j \neq x_i$, one of the conditions of Lemma 5.4 holds, thus showing that the expected impact of $x_i$ is larger than the expected impact of all other points $x_j$, and thus impact sampling will pick $x_i$, just like uncertainty sampling. (Because the learning problem $\mathcal{P}$ is noiseless, we only need to consider the unlabeled points $\mathcal{X}_U$, since the impact of any labeled point is 0 and the impact of any unlabeled point is greater than 0. Thus impactEXP will never select an already labeled point.)

There are four cases: 1) $x_i \geq t$ and $x_j \geq t$, 2) $x_i \geq t$ and $x_j < t$, 3) $x_i < t$ and $x_j \geq t$, and 4) $x_i < t$ and $x_j < t$. We prove the first case when $x_i \geq t$ and $x_j < t$, and then describe afterward how the other three cases are also consequently proved.

In the first case, we first notice that $x_j > x_i$, because of two reasons. First, $x_j \neq x_i$ by the subsampling uniqueness assumption, and second, $x_i$ was picked by uncertainty sampling, which picks the unlabeled example closest to the threshold (because the classifier is monotonic and symmetric), so if $x_j < x_i$, then $x_i$ would not have been picked by uncertainty sampling. Now we define $d_{*_1,*_2}$ to be the proportion of points in $\mathcal{X}$ between points $*_1$ and $*_2$. More precisely, if $*_1 < *_2$, then

$$d_{*_1,*_2} = P_{x \sim \mathcal{D}}(x \in \{ x : *_1 < x < *_2 \})$$,
and otherwise, if \( *_2 \leq *_1 \), then

\[
d_{*_1,*_2} = P_{x \sim D}(x \in \{x : *_2 < x < *_1\}),
\]

For example, \( d_{x_\prec,t} \) is the proportion of points between \( x_\prec \) and \( t \), and \( d_{t,x_j} \geq d_{t,x_i} \) because \( x_j > x_i \).

Now we show that Condition 1 of Lemma 5.4 is satisfied, that \( (\psi_1(x_i) - \psi_0(x_i)) > \frac{\psi_0(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j)}{p_1(x_i)} \) for all \( x_j > x_i \). We have that for all \( x_j \), \( \psi_0(x_j) = d_{t,x_j} + \frac{d_{x_j,x_\succ}}{2} \), because labeling \( x_j \) as a negative example will cause the threshold \( t \) to move from its current position to halfway between \( x_j \) and \( x_\succ \) (because the classifier is max-margin and the data are linearly separable). Similarly, \( \psi_1(x_j) = d_{x_\prec,x_j} - (\frac{d_{x_\prec,x_j}}{2} + d_{t,x_j}) \), because labeling \( x_j \) as a positive example will cause the threshold to move to halfway between \( x_j \) and \( x_\prec \). Therefore, \( \psi_1(x_j) - \psi_0(x_j) \)

\[
\begin{align*}
&= d_{x_\prec,x_j} - (\frac{d_{x_\prec,x_j}}{2} + d_{t,x_j}) - (d_{t,x_j} + \frac{d_{x_j,x_\succ}}{2}) \\
&= d_{x_\prec,t} - \frac{d_{x_\prec,x_j}}{2} - \frac{d_{x_j,x_\succ}}{2} - d_{t,x_j} \\
&= d_{x_\prec,t} - d_{x_\prec,t} - d_{t,x_j} \\
&= -d_{t,x_j}.
\end{align*}
\]

Next, we have that \( \frac{\psi_0(x_j) - \psi_0(x_i) + (\psi_1(x_j) - \psi_0(x_j))p_1(x_j)}{p_1(x_i)} \)

\[
\begin{align*}
&= d_{t,x_j} + \frac{d_{x_j,x_\succ}}{2} - (d_{t,x_i} + \frac{d_{x_i,x_\succ}}{2}) - d_{t,x_j}p_1(x_j) \\
&= \frac{d_{x_i,x_j} - 0.5(d_{x_i,x_j}) - d_{t,x_j}p_1(x_j)}{p_1(x_i)} \\
&= \frac{0.5d_{x_i,x_j} - d_{t,x_j}p_1(x_j)}{p_1(x_i)}.
\end{align*}
\]
And then,

\[
\frac{0.5d_{x_i,x_j} - d_{t,x_j}p_1(x_j)}{p_1(x_i)} < -d_{t,x_i} = (\psi_1(x_i) - \psi_0(x_i))
\]

\(\uparrow\)

\[
0.5d_{x_i,x_j} - d_{t,x_j}p_1(x_j) < -d_{t,x_i}p_1(x_i)
\]

\(\uparrow\)

\[
0.5d_{x_i,x_j} < d_{t,x_j}p_1(x_j) - d_{t,x_i}p_1(x_i)
\]

\(\uparrow\)

\[
0.5d_{x_i,x_j} < d_{t,x_j}[p_1(x_i) + \beta] - d_{t,x_i}p_1(x_i), \quad \beta = p_1(x_j) - p_1(x_i)
\]

\(\uparrow\)

\[
0.5d_{x_i,x_j} < p_1(x_i)d_{x_i,x_j} + \beta d_{t,x_j}, \quad \beta = p_1(x_j) - p_1(x_i)
\]

\(\beta > 0\) because \(x_j > x_i\), and \(p_1(x_i) > 0.5\) because \(x_i > t\), and therefore \(0.5d_{x_i,x_j} < p_1(x_i)d_{x_i,x_j} + \beta d_{t,x_j}\), and the first case is proved.

The three other cases: 2) \(x_i \geq t\) and \(x_j < t\), 3) \(x_i < t\) and \(x_j \geq t\), and 4) \(x_i < t\) and \(x_j < t\), are proved after proving the first case by the following symmetry and change of variables argument. First, observe that if \(x_1 \in \mathcal{X}\) is a reflection of \(x_2 \in \mathcal{X}\) across the threshold \(t\), in other words if \(|x_1 - t| = |x_2 - t|\) and \(x_1 \neq x_2\), then \(\psi_1(x_1) = \psi_0(x_2)\) and \(\psi_1(x_2) = \psi_0(x_1)\).

For case 2, let \(z\) be the reflection of \(x_j\) across the threshold \(t\). Then \(z > t\), and we have shown that for \(x_i \geq t\) and \(z \geq t\), Condition 1 of Lemma 5.4 holds. Now note that Condition 4 of Lemma 5.4 is equivalent to Condition 1 by replacing \(\psi_0(z)\) in Condition 1 with \(\psi_1(x_j)\), \(\psi_1(z)\) with \(\psi_0(x_j)\), and \(p_1(z)\) with \(p_0(x_j)\) (by classifier’s symmetry). Thus, Condition 4 holds for \(x_i \geq t\) and \(x_j < t\), and the second case is proved. In the same manner, we can show that Condition 2 of Lemma 5.4 holds for case 3, and Condition 3 of Lemma 5.4 holds for case 4, so the theorem is proven.
5.5 Experiments

We now present empirical experiments on both synthetic and real-world datasets to compare the performances of $US^\alpha_X$, $US^{j/k}_{XU}$, and impact sampling. As baselines, we include EER, $US_{XU}$ (uncertainty sampling without relabeling), and passive learning (random selection).

We begin with a synthetic domain containing two random Gaussian clusters, which correspond to two classes, and train using L2-regularized logistic regression. We generate a dataset by randomly picking two means, $\mu_1, \mu_2 \in [0, 1]^z$, and two corresponding covariance matrices $\Sigma_1, \Sigma_2 \in [0, 1]^{z \times z}$. We ensure a pool of 1,000 examples for each Gaussian cluster (class) exists at every timestep, in order to simulate an infinite pool of examples from which the algorithms may choose. All experiments are averaged over 250 random datasets (all figures show faded 95% confidence intervals, most of which are extremely small). We vary the number of features among $z \in \{10, 30, 50, 70, 90\}$. We seed training with 50 examples, use a total budget of 1,000, and test on 300 held-out examples. Note that our budget is much larger than what is common in the active learning literature, with many works experimenting with budgets 10-40 times smaller than ours (e.g., [57, 80]). We use a larger budget for two reasons. First, to make our experiments more realistic than prior work, and second, to account for slower convergence due to noise. We assume each label is independently flipped from the true label, $h^*(x)$, with probability 0.25 ($p = 0.75$) and use majority vote for $\zeta$, the label aggregation function. For our experiments on synthetic data, we assume that the label accuracy $p$ is known, but later relax this assumption in our experiments with real data.

Figure 5.3 shows the performance of several strategies when setting the number of features $z = 90$. Figure 5.3(a) compares $US^\alpha_X$ with $\alpha \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$. We find that $\alpha = 0.1$ does the best, and that as we increase $\alpha$ from 0.1, the performance of the learned classifier drops, though not drastically. Figure 5.3(b) compares $US^{j/k}_{XU}$ with $j/k \in \{1/1, 2/3, 3/5, 4/7, 5/9\}$. We see that performance improves as $j/k$ increases from 1/1 to 3/5 but then decreases as we continue to increase the amount of relabeling redundancy. Different settings of $\alpha$ and $j/k$ work better depending on the number of features, and
Figure 5.3: Average generalization accuracy of logistic regression over randomly generated Gaussian datasets with 90 features and label accuracy 0.75, when trained using various strategies. a) compares various settings of $US_X^{\alpha}$ and shows $\alpha = 0.1$ is best. b) compares various settings of $US_{XU}^{j/k}$ and shows that $j/k = 3/5$ is best. c) compares various impact sampling strategies and shows impactPLOPT(7) is best. d) compares impact sampling, uncertainty sampling, and EER, and shows that impact sampling produces the best results.
the best hyperparameter for a given number of features is difficult to predict.

Figure 5.3(c) shows the effect of introducing optimism and pseudo-lookahead into impact sampling. We notice that these methods are able to substantially increase performance. \texttt{impactOPT(2)} outperforms \texttt{impactEXP(2)}, and \texttt{impactPLOPT(2)} performs significantly better than \texttt{impactOPT(2)}. We also see that allowing impact sampling to choose from a larger pool of candidate examples (\texttt{impactPLOPT(7)}) improves performance over the 2-example version (\texttt{impactPLOPT(2)}). Henceforth, in subsequent figures we show only the performance of our most robust impact sampling algorithm, \texttt{impactPLOPT(7)}.

Figure 5.3(d) compares impact sampling to uncertainty sampling, EER, and passive learning. We first see that as expected, passive learning results in the worst performance. Next, we observe that \texttt{impactPLOPT(7)} significantly outperforms all other methods ($p$-value < 0.001 using a Welch’s t-test on the average accuracies at the maximum budget). Although not shown, we find that even \texttt{impactEXP(2)}, the weakest impact sampling strategy, strictly dominates vanilla \texttt{US}_XU.

Figure 5.4 compares impact sampling against uncertainty sampling and passive learning on datasets from the UCI Machine Learning Repository [13] with synthetically-generated labels. We use a budget that is equal to half of the size of the dataset, and randomly generate a training set of 70% of the examples, a held-out set of 15% of the examples, and a test set of the remaining 15% of the examples. We again present results averaged over 250 of these randomizations and display 95% confidence intervals. In both datasets, by the time the budget is exhausted, \texttt{impactPLOPT(7)} is substantially and statistically significantly better than \texttt{US}_XU ($p$-value < 0.001), which is also substantially and statistically significantly better than passive learning ($p$-value < 0.001).

Finally, we investigate how well our methods work on real-world datasets with real human-generated labels. In the following experiments, we use F-score as the metric because of high skew. Whenever a strategy requests a label, we sample from the set of available annotations. Unlike the previous experiments, we modify \texttt{impactPLOPT(7)} so that it does not assume knowledge of label accuracy $p$. To make this relaxation, first, because computing expected
Figure 5.4: Comparison of impact sampling versus uncertainty sampling on real-world datasets, Internet Ads and Arrhythmia, using simulated labels modeling annotators whose accuracy is 0.75. Impact sampling shows significant gains.
Figure 5.5: Impact sampling performs well against uncertainty sampling on the real-world datasets with real human-generated labels.
impact requires knowledge of \( p \), we always apply optimism to all examples that we consider, instead of only when examples will be relabeled. Second, because \( US^{X}_p \) requires knowledge of \( p \), instead of including 5 points returned by \( US^{X}_p \) among the subset of 7 from which impact sampling chooses, we include 5 random points.

We first consider a popular dataset [104, 138, 140] from Galaxy Zoo, a website on which volunteer workers contribute annotations for images of galaxies gathered by the Sloan Digital Sky Survey. Each image has 62 features obtained from machine vision analysis, and workers are asked to label each galaxy as “elliptical,” “spiral,” or “other.” Each galaxy is labeled by at least 10 workers. We use a small version of the dataset containing 3937 galaxies, and train a logistic regression classifier to predict whether a galaxy is elliptical. About 12.8% of galaxies are in the positive class. Figure 5.5a shows that the differences between impactPLOPT(7), \( US^{X}_{\nu} \), and passive learning are not statistically significant. However, the fact that \( US^{X}_{\nu} \) is unable to improve upon passive learning suggests that any method for intelligent re-active learning is unlikely to be of much benefit on this particular dataset, so our result, which shows impactPLOPT(7) matching the performance of the two baselines, is evidence for the robustness of impactPLOPT(7).

Next, we consider a dataset gathered for the task of relation extraction. Given a sentence, e.g., “Barack Obama was born in Hawaii,” two entities in that sentence, “Barack Obama” and “Hawaii,” and a relation, “born-in,” the goal is to determine whether the given sentence expresses the given relation between the two entities. In this example, the sentence does express the relation that Barack Obama was born in Hawaii. The dataset contains 2000 sentences, each labeled by 10 Amazon Mechanical Turk workers with at least a 95% approval rating. Each example sentence is described by 1013 features. We train a logistic regression classifier to predict whether an example expresses the “born-in” relation. Positive examples comprise about 7.4% of the dataset. Figure 5.5b shows that impactPLOPT(7) makes significant gains (\( p \)-value< 0.01) against the baselines.
5.6 Discussion

Our experiments show that impact sampling can train better classifiers than previous active learning algorithms \textit{given the same labeling budget}. However, this assessment does not consider the cost of computational resources or time. One drawback of our method, shared with active learning techniques such as expected error reduction [182, 108], is the high computational cost of picking the next data point to (re)label. This computational burden stems from impact sampling’s need to retrain a classifier twice per candidate data point. In some cases this computational load may be prohibitive, especially if the training cost of the classifier is high, such as for multi-layer perceptrons or non-linear SVMs or in problems with high dimensional feature spaces. While one can speed up impact sampling by restricting its example choices to a small subset of $\mathcal{X}$ instead of all of $\mathcal{X}$ (as in our implementation), or by using classifiers that have mechanisms for incremental training (e.g., stochastic gradient descent initialized with the previous solution or incremental decision tree induction), whether or not impact sampling is truly useful in practice is debatable and may depend on the complexity of the learning problem.

For example, in our final experiment on relation extraction, impact sampling takes over 7 hours\textsuperscript{1} to choose the set of 1000 examples to (re)label. In other words, impact sampling takes, on average, about 26 seconds to compute the best example to send to a human, who would likely take about the same time to label the example. In contrast, uncertainty sampling and random sampling are much faster, taking approximately 210 and 70 seconds, respectively, to select their 1000 examples. If one is faced with a time constraint, we suggest using US$_X$, uncertainty sampling with no relabeling, which is a fast and effective algorithm.

Finally, we note that through our experiments, we have shown the robustness of impact sampling, but like with all active learning techniques, there exist datasets in which our methods do not perform as well. For example, when training logistic regression classifiers

\textsuperscript{1}Recall that this domain has 1013 features. Experiments are programmed in Python using an Intel Xeon E7-4850-v2 processor (2.3 GHz, 24M Cache) with 512 GB of RAM.
to learn a Twitter sentiment dataset [78, 159, 199] with 1000 features and 1540 examples using real crowd labels collected by Goel et al. [79], we find that US\textsubscript{XU} achieves an average accuracy about 3\% higher than impactPLOPT(7) after a budget of 1000 labels. However, we hypothesize that the poor performance is due to the difficulty of the task. First, the task of classifying the sentiment of a tweet is quite difficult, with many sentences expressing neither positive nor negative sentiment, and thus worker labels are likely to be very noisy. Second, the gold labels themselves are noisy, because they are the output of a distantly supervised machine learning algorithm. Further work is necessary to understand the properties of learning problems that affect the performance of re-active learning algorithms.

5.7 Related Work

Prior work [198, 92] identifies the tradeoff between relabeling examples and gathering new examples. They show that relabeling examples is useful for supervised learning, and they also consider how to pick examples to relabel when relabeling is the only option. However, crucially, unlike our work, they do not consider any combination of relabeling and the labeling of new examples.

Kääriäinen [100] shows that if each label is independently corrupted by noise, then active learning with noise is theoretically almost as easy as active learning without noise, because one can repeatedly label each point a sufficient number of times to cancel out the noise. In contrast, we show that the small theoretical difference can be quite large in practice, and thus reasoning about whether or not to relabel is extremely important.

The active learning algorithm of Wauthier et al. [236] can potentially trade off between relabeling and acquiring labels for new examples. However, they do not identify the tradeoff explicitly, nor explore it analytically or experimentally. Furthermore, their solution requires gold labels, and is tied to their own custom classifier.

Several researchers consider how to pick workers for either labeling [66, 246] or relabeling [59]. Unlike our work, none of these works answers the fundamental question of when to relabel, or whether or not relabeling is necessary. Researchers have also considered how to
decide when to relabel when the objective is data accuracy [51, 134, 133, 35, 105] or ranking [43] instead of the accuracy of a classifier learned using the data.

Agnostic Active Learning [113, 15, 80] is a general learning setting for active learning with noise. However, like the rest of the active learning literature, it does not consider relabeling.

Zhang et al. [249] consider an active learning setting where instead of relabeling, one can choose between querying an expert labeler who is more expensive or a noisy labeler who is cheaper. They learn a classifier that predicts when these labelers differ in their labels and only ask the expert when they predict disagreement.

On-the-job Learning [241] is an extension of online active learning that allows the learning algorithm to query the crowd (if doing so is likely to help) prior to making a prediction. In contrast, we focus on how to train the best classifier possible offline, and thus relabeling examples may not always be necessary.

Finally, impact sampling can be considered a generalization of selection by expected gradient length [191], which queries the example that would create the greatest change in the gradient of the objective function, but impact sampling does not require knowledge of the classifier’s objective function.

## 5.8 Conclusion

This chapter tackles the problem of re-active learning, a generalization of active learning that explores the tradeoff between decreasing the noise of the training set via relabeling and increasing the size of the (noisier) training set by labeling new examples. We introduce two re-active learning algorithms: an extension of uncertainty sampling, and a novel of class of impact sampling algorithms. We characterize their theoretical properties and investigate interrelationships among these algorithms. We find that impact sampling is equivalent to uncertainty sampling for some noiseless cases, but provides significant benefit for the case of noisy annotations. We empirically demonstrate the effectiveness of impact sampling on synthetic domains, real-world domains with synthetic labels, and real-world domains with real human-generated labels.
Chapter 6

SKEW-ROBUST LEARNING POWERED BY THE CROWD

6.1 Introduction

In the last two chapters, we considered the tradeoff that machine learning practitioners must make between noise and quantity when gathering training data. In this chapter, we look at how to maintain class balance in training sets, which is especially important in high-skew environments, environments with extreme class imbalance. We leave the noisy environment of the last four chapters and assume that workers are perfect in order to make progress on this problem.

In high-skew environments, which are ubiquitous in real-world supervised machine learning [172, 167], traditional strategies for obtaining labeled training examples perform poorly. Tasking crowd workers with labeling randomly-selected or even intelligently-selected examples (e.g. via active learning) is ineffective because the probability that any given example belongs to the minority-class is virtually zero [11]. Furthermore, labeling examples using heuristics like distant supervision [49, 156] or data programming [89, 71] is not always applicable, because most concepts do not exist in any knowledge base, and a trained predictor does not exist when starting from scratch.

To address this problem, Attenberg et al. [11] propose guided learning, a class of strategies for obtaining labeled training examples that ask crowd workers to find, as opposed to just label, training examples. Because of the increased human effort, guided learning is more expensive per example. However, they show that in domains with high skew, the added cost translates to more effective initial learning, as guided learning can quickly obtain minority-class examples while other strategies flounder, looking for a needle in a haystack.

Of course, guided learning isn’t appropriate in all situations. In balanced domains, crowd-
labeling of randomly-selected examples will outperform guided learning, which will be far more costly than necessary. And even in high-skew domains, Attenberg et al. show that switching to crowd-labeling of actively-selected examples partway through training can result in better performance, after a classifier has been sufficiently bootstrapped through guided learning.

We observe that the key differences between these various strategies are their costs and the distributions of data that they obtain, and that ultimately, the best strategy at any given time may differ depending on a number of factors, including the skew in the domain and the progress in training. Therefore, for optimal learning, solving the following decision problem is crucial: suppose you have a set of strategies for obtaining labeled training examples, or example-acquisition primitives (EAPs) (e.g. generate minority-class example, label examples selected using uncertainty sampling [126]). Given a budget, an unlabeled corpus, a classifier previously trained on \( N \) examples (where \( N \) could be 0), and a labeled training set (possibly empty), which EAP should you use next to obtain another labeled example in order to maximize performance of the classifier at the end of training? In our exploration of this problem, we make the following contributions:

- We list existing EAPs, propose several novel ones, and consider their various properties.

- We develop two online algorithms that adapt multi-armed bandit methods [12, 117] to dynamically choose EAPs based on evolving estimates of how cheaply they can obtain minority-class examples.

- In experiments with both real and synthetic data, we first investigate the value of several EAPs for training classifiers. Then we compare and contrast the behavior of our algorithms in multiple skew settings, and we show that our best-performing algorithm can yield up to a 14.3 point gain on average in F1 AUC compared to the state-of-the-art baseline.
In the rest of this chapter, we assume the binary classification setting and that the positive class is the minority class.

6.2 Example-Acquisition Primitives

We begin by listing existing example-acquisition primitives (EAPs) and proposing several novel ones. We categorize the primitives into three types, Generation Primitives, Labeling Primitives, and Machine Primitives. Generation and Labeling Primitives rely on crowd work, while Machine Primitives can be executed without any human involvement. In general, Generation Primitives ask the crowd to generate or find examples, and are therefore more costly, but can retrieve examples of a certain class on-demand. Labeling Primitives only ask the crowd to label examples, and are therefore cheaper, but offer less control over the examples that are obtained.

6.2.1 Generation Primitives

- **Crowd-Gen+** Task a crowd worker with generating/finding a positive example. This primitive is a quintessential guided learning strategy [11], and should improve recall.

- **Crowd-Modify+To-** Task a crowd worker with minimally modifying a positive example to turn it into a negative example. A training set with many examples that are very similar to each other yet have different labels can help a classifier learn important features and adding negative examples that are nearly positive should increase precision.

- **Crowd-Modify-To+** Task a crowd worker with minimally modifying a negative example to turn it into a positive example. In contrast to Crowd-Modify+To-, adding positive examples that are nearly negative should increase recall.
6.2.2 Labeling Primitives

- **Crowd-Label-Active** Ask a crowd worker to label an example selected using an active learning technique (e.g., uncertainty sampling [126]).

- **Crowd-Label-Random** Sample a random example from the unlabeled corpus and ask a crowd worker to label it. While **Crowd-Label-Active** should on average do better, randomly-selected examples may still be helpful in reducing active learning bias and understanding “unknown unknowns,” the examples that a classifier is confidently incorrect about [123].

- **Crowd-Label-PredPos** Ask a crowd worker to label an example that the current classifier predicts to be positive. Using the current classifier to find positive examples is another method for sifting through a high-skew environment. This primitive should improve precision because it can identify examples that have been mistakenly predicted as positive.

6.2.3 Machine Primitives

- **Insert-Random-Negative** Pick a random example from the unlabeled corpus and insert it into the training set as a negative example. This primitive does not require any crowd work. In a high-skew setting, this primitive provides free and relatively clean negative examples. However, in a low-skew setting, many positive examples may be inserted erroneously into the training set as negative examples.

We note that many more possible EAPs may exist. We provide above a sampling of interesting and potentially useful EAPs to show the potential of our problem setting.

6.3 Algorithms

We now introduce two new algorithms for the online selection of EAPs: **MB-CB** (Make Balanced - Cost Bound) and **MB-T** (Make Balanced - Thompson), which can dynamically make
decisions based on observations they make.

Before describing the algorithms, we first observe that a large factor in which EAP will work well is how cheaply they can obtain positive examples. Labeling Primitives work well in low-skew settings because they can obtain positive examples at low cost. In contrast, Generation Primitives work well in high-skew domains because obtaining positive examples via Labeling Primitives can be extremely expensive.

MB-CB and MB-T work by exploiting this intuition. For every EAP, they compute how expensive obtaining a single positive example using that primitive would be, and then choose the primitive that is the cheapest by this metric. For example, suppose that Crowd-Label-Active costs $0.03 per example and Crowd-Gen+ costs $0.15 per example. In a domain in which 999 out of 1000 examples are negative, any algorithm would, at least initially, need to execute Crowd-Label-Active 1000 times in order to obtain one positive example in expectation. In this case, MB-CB and MB-T would compute that a positive example from Crowd-Label-Active costs $30, a positive example from Crowd-Gen+ costs $0.15, and subsequently execute Crowd-Gen+. However, after the classifier has been sufficiently trained, Crowd-Label-Active may obtain positive examples 50% of the times it is executed. Then, a positive example from Crowd-Label-Active would only cost $0.06, which is much cheaper than the $0.15 it takes to obtain a positive examples from Crowd-Gen+. At this point, MB-CB and MB-T would execute Crowd-Label-Active.

Unfortunately in many cases, the expected cost of obtaining a single positive from an EAP is unknown and must be learned, and the only way to learn these costs is to execute the primitives. We observe that this problem can be modeled as a multi-armed bandit problem, in which arms correspond to EAPs, and the reward of each arm is the negative expected cost of obtaining a single positive example from each EAP. Any control algorithm that tries to solve this problem must make a tradeoff between exploiting the knowledge they currently have (by executing the primitive they believe is cheapest), and exploring the unknown (by executing primitives in order to learn more about their costs, which may be nonstationary).

MB-CB manages this tradeoff by adapting UCB/UCT [12, 117] from the multi-armed
bandit literature. It maintains a lower bound on the cost of a single positive example for every primitive. Each lower bound is computed using an exploitation term and an exploration term. The exploitation term is determined using the history of costs from the respective primitive and the exploration term is determined based on the number of times the primitive has been executed. As a primitive is executed more, its corresponding exploration term decreases. An exploration constant $c_e$ can be set to change the importance of the exploration term relative to the exploitation term in the lower bound.

At each timestep, $\text{MB-CB}$ selects the EAP with the lowest bound to execute next. And every time $\text{MB-CB}$ executes an EAP and receives an observation about the cost of a positive example from using that EAP, it updates the lower bound for that primitive. Algorithm 6.1 presents pseudocode for $\text{MB-CB}$.

$\text{MB-T}$ manages the explore/exploit tradeoff by using Thompson Sampling [219, 42]. It uses Beta distributions to represent its belief about the probability that a primitive will return a positive example. Then, it samples from its belief, executes the primitive that has the lowest cost according to the sample, and updates its belief after receiving an observation. Algorithm 6.2 presents pseudocode for $\text{MB-T}$. We note that $\text{MB-T}$ is very similar to $\text{MB-CB}$; it simply maintains its beliefs about costs in a more Bayesian manner.

### 6.4 Experiments

We now present a series of experiments with both real and synthetic data to answer three questions. The first two questions investigate the value of various EAPs, and the last question investigates the effectiveness of our algorithms at selecting EAPs.

1. How cost-effective is gathering near-miss negative examples (Crowd-Modify+To-) compared to negatively-labeling randomly sampled examples from an unlabeled corpus (Insert-Random-Negative)?

2. How does labeling examples that are predicted as positive (Crowd-Label-PredPos) compare against labeling examples selected using Active Learning (Crowd-Label-Active)?
Algorithm 6.1 MB-CB

**Input:** EAPs $V$, budget $b$, exploration constant $c_e$.

Initialize $costSoFar = 0$

$p_c = \emptyset$ // Track estimated cost of positive per primitive

$p_\alpha = \emptyset$ // Track # positives obtained per primitive

$p_\beta = \emptyset$ // Track # negatives obtained per primitive

$p_n = \emptyset$ // Track number of times each primitive is called

for $v \in V$ do

$p_c[v] = 0$, $p_n[v] = 0$, $p_\alpha[v] = 0$, $p_\beta[v] = 0$

end for

while $costSoFar < b$ do

$bestAction = None$, $bestCost = \infty$

for $v \in V$ do

$explorationTerm = \sqrt{c_e \log \sum_{v \in V} p_n[v] / p_n[v]}$

$cost = p_c[v] - explorationTerm$

if $cost < bestCost$ then

$bestAction = v$

$bestCost = cost$

end if

end for

Execute $bestAction$ and track numPositives and numNegatives obtained.


$expectedNumPositives = (numPositives + numNegatives) \cdot \frac{p_\beta[bestAction]}{p_n[bestAction] + p_\beta[bestAction]}$

$p_c[bestAction] = \frac{bestAction.cost}{expectedNumPositives}$

$costSoFar = costSoFar + bestAction.cost$

$p_n[bestAction] = p_n[bestAction] + 1$

end while
Algorithm 6.2 MB-T

Input: EAPs $\mathcal{V}$, budget $b$

Initialize $costSoFar = 0$

$p_\alpha = \{\}$ //Track # positives obtained per primitive

$p_\beta = \{\}$ //Track # negatives obtained per primitive

for $v \in \mathcal{V}$ do
  $p_\alpha[v] = 1$ //Set uniform priors
  $p_\beta[v] = 1$
end for

while $costSoFar < b$ do
  $bestAction = None$
  $bestCost = \infty$
  for $v \in \mathcal{V}$ do
    Sample $s \sim Beta(p_\alpha[v], p_\beta[v])$
    cost = $\frac{bestAction.cost}{v.batchesize} \cdot s$ //v.batchesize is the # of examples $v$ will obtain
    if $cost < bestCost$ then
      $bestAction = v$
      $bestCost = cost$
    end if
  end for
  Execute $bestAction$ and track $numPositives$ and $numNegatives$ obtained.
  $costSoFar = costSoFar + bestAction.cost$
end while
Does skew affect which strategy performs better? How many positive examples are labeled in each case?

3. Are MB-T and MB-CB able to achieve better performance than state-of-the-art baselines in various domains across varying skews? Are these algorithms able to adapt to the skew and make intelligent decisions? How do they compare against each other?

6.4.1 The value of Crowd-Modify+To-

In order to investigate whether or not Crowd-Modify+To- is more cost-effective than Insert-Random-Negative, we test whether classifiers trained using negative examples from Crowd-Modify+To- achieve better performance than classifiers trained using negative examples from Insert-Random-Negative under a fixed budget.

We compare two strategies for spending this budget. Both strategies use Crowd-Gen+ to obtain positive examples. To obtain negative examples, one strategy uses Insert-Random-Negative. We denote this strategy RandomNegs. The other strategy uses Crowd-Modify+To-, and we denote this strategy ModifyNegs.

To do the comparison, we use the task of relation extraction, which is the task of determining whether a natural language sentence expresses a given relation between two given entities. We train classifiers to identify five different relations: “Born in,” “Died in,” “Traveled to,” “Lived in,” and “Nationality.”

We use a dataset from Liu et al. [144], which we denote LD. LD contains examples of the five relations we are interested in, with gold labels inferred from labels provided by crowdsourced workers. In particular, it contains 471 positive and 17,632 negative examples of “Born in,” 1,375 positive and 16,635 negative examples of “Died in,” 1,339 positive and 16,136 negative examples of “Traveled to,” 1,175 positive and 14,231 negative examples of “Lived in,” and 1,203 positive and 16,230 negative examples of “Nationality.” RandomNegs uses LD as the unlabeled corpus from which Insert-Random-Negative randomly draws examples to automatically label as negative. These examples are free, but can be noisy depending
on the skew (number of negative examples for each positive example) in the corpus, which we will artificially vary in our experimentation.

To create a dataset from which Crowd-Modify+To- will draw examples, we implement a task on Amazon Mechanical Turk that provides workers with a relation and a positive example from LD, and asks them to minimally modify the example to turn it into a negative example for that relation. For example, a good submission for the relation “Died in” and the sentence “He died yesterday” might be “He did not die yesterday.” In an effort to increase the diversity of examples that workers submit, the task also provides a list of “taboo” words [83, 231] that workers may not use in the sentences they submit. A word becomes “taboo” if the number of times it has been used has exceeded a threshold. We use a threshold of 20. The taboo list is computed by using the words that appear in the modified sentence but not in the original sentence. We set the cost of our task to be $0.10 after preliminary experimentation showed that this price causes workers to quickly accept our tasks and produce reasonable results. For each relation, we run this task once for each of the positive examples in LD to obtain an equally sized set of negative examples. We denote this dataset LD-Modify. ModifyNegs uses LD-Modify as the corpus from which Crowd-Modify+To- will draw negative examples at a cost of $0.10.

Both strategies simulate the execution of Crowd-Gen+ at a cost of $0.15 by randomly sampling positive examples from LD. We set the monetary cost of Crowd-Gen+ to be $0.15 per example since we believe Crowd-Gen+ is slightly harder than Crowd-Modify+To-.

For every relation and every skew $s \in \{1, 9, 99\}$, we set a budget of $b = \frac{0.15\kappa}{2}$, where $\kappa$ is the number of positive examples for the chosen relation (e.g., $\kappa = 471$ for the “Born in” relation). Then we run RandomNegs and ModifyNegs using this budget.

More specifically, RandomNegs spends the entire budget on executing Crowd-Gen+ by randomly sampling $\frac{b}{0.15}$ positive examples from LD and inserting them as positive examples into the training set. Then, it executes Insert-Random-Negative by randomly sampling positive examples from LD with probability $\frac{1}{s+1}$ and negative examples from LD with probability $\frac{s}{s+1}$, and inserts all those examples as negative examples into the training set.
ModifyNegs executes Crowd-Gen+ by randomly sampling \( \frac{b}{(0.15+0.10)} \) positive examples from LD. Then, it executes Crowd-Modify+To- by inserting the corresponding \( \frac{b}{(0.15+0.10)} \) examples from LD-Modify as negative examples. Note that ModifyNegs obtains fewer positive examples using Crowd-Gen+ than does RandomNegs because Crowd-Modify+To- isn’t free like Insert-Random-Negative.

We train logistic regression classifiers using the training sets constructed by RandomNegs and ModifyNegs. Depending on the examples in the training set, we train using up to 1,000 standard NLP features [156]. We evaluate using a test set from Liu et al. [144]. For each classifier we train, we plot a learning curve with test F-score as a function of total cost so far. Then, we compute the area under that curve to get a final F1 AUC statistic. We repeat each experiment until results are statistically significant according to 95% confidence intervals computed using standard error.

Figure 6.1 shows the results. First, we make a sanity-check observation that the performance of ModifyNegs does not change across skews, because neither Crowd-Gen+ or Crowd-Modify+To- should be affected by the skew in the unlabeled corpus. Next, we see that as skew decreases, RandomNegs becomes less effective, because Insert-Random-Negative erroneously inserts many positive examples into the training set as negative examples.

Next, we observe that at high skew, RandomNegs outperforms ModifyNegs. However, because of the decreasing effectiveness of Insert-Random-Negative as skew decreases, ModifyNegs can be more effective than RandomNegs at low skew, suggesting that Crowd-Modify+To- might have value. But generation of examples, whether positive or negative, is likely inferior to standard crowd-labeling in low-skew settings. So we also look at what happens if we simply spend the entire budget on Crowd-Label-Random. We denote this strategy Label-Only(Random).

We set the cost of labeling to be $0.03 per example (to be consistent with prior work on crowd-labeling [144]). Label-Only(Random) obtains \( \frac{b}{0.03(s+1)} \) positive-labeled examples by randomly sampling positive examples from LD, and \( \frac{b \cdot s}{0.03(s+1)} \) negative-labeled examples by randomly sampling negative examples from LD. However, in order to keep these training sets class-balanced like the previous ones, Label-Only(Random) only keeps \( \frac{b}{0.03(s+1)} \) of the
Figure 6.1: As skew decreases, RandomNegs become less effective than ModifyNegs. However, in such cases, Label-Only(Random) is the most effective strategy, so Crowd-Modify+To- is likely not a good EAP to use in any skew setting.
negative examples that it gathers.

Figure 6.1 shows that Label-Only(Random) is more effective than ModifyNegs at low skew. Thus, we conclude that while Crowd-Modify+To- can be more cost-effective than Insert-Random-Negative in low skew settings, ultimately it is unlikely to be the best EAP to use in any skew setting. Thus, we do not continue to investigate the Crowd-Modify+To-EAP. We also note that although we do not experiment with Crowd-Modify-To+ (generation of positive examples by modifying negative ones), we hypothesize that the results would look very similar to these ones that we have with Crowd-Modify+To-.

### 6.4.2 News Aggregator Data Set

We now describe the setup for our next two experiments. Because the algorithms that we experiment with almost always take different sequences of actions, vastly different training sets can be constructed during every experiment. This behavior makes conducting real online experiments extremely expensive. Therefore, for the next two studies, we construct synthetic datasets using a much larger dataset from the UCI Machine Learning Repository [13].

In particular, we use the News Aggregator Data Set (NADS), which consists of 422,937 news headlines that are labeled as one of four possible topics. 152,746 are labeled as “Entertainment,” 108,465 are labeled as “Science and Technology,” 115,920 are labeled as “Business,” and 45,615 are labeled as “Health.”

We use the following process to construct a synthetic dataset: First we pick a skew $s$ and we set a topic to be the positive class (e.g., “Health”). In order to maintain our binary classification setting, we consider all other topics to be part of the negative class. We construct a “Generation Set” by sampling 2000 positive examples from NADS. Anytime an algorithm executes the Crowd-Gen+ action, we randomly sample examples from this Generation Set. Then, we construct a test set by sampling 100 positive examples and $100 \cdot s$ negative examples. Finally, we construct an unlabeled corpus by sampling from the remaining examples as many positive examples as possible while maintaining the desired skew $s$. When an algorithm executes Labeling Primitives, we sample from this set.
6.4.3 The value of Crowd-Label-PredPos

To compare the Crowd-Label-PredPos and Crowd-Label-Active primitives, we compare two versions of MB-CB, denoted MB-CB(Pos) and MB-CB(Active). MB-CB(Pos) picks between two primitives, Crowd-Gen+ and Crowd-Label-PredPos. MB-CB(Active) picks between Crowd-Gen+ and Crowd-Label-Active. Crowd-Label-Active uses uncertainty sampling [126], one of the most popular active learning algorithms, to pick examples for labeling. In both algorithms, we artificially bound the ratio of negative to positive examples in the training set to be at most 3 to 1, using the following method. Any time the algorithms pick Crowd-Gen+, they will automatically execute Insert-Random-Negative 3 times immediately afterward. Any time the algorithms pick Crowd-Label-PredPos or Crowd-Label-Active, if \( n \) is the number of obtained positive examples, then the strategy will keep all \( n \) positive examples in the training set, but keep at most 3\( n \) of the obtained negatives and discard the rest. We make an exception if \( n = 0 \). In this case, we pretend \( n = 1 \) and keep 3 negative examples so that we are always adding data with each EAP execution.

We do this artificial bounding because researchers have found that when trying to maximize F-score in skewed domains, utilizing a training set with slightly more minority examples than majority examples tends to work well [237].

To compare the two algorithms, we use them to train logistic regression classifiers using a bag of words model. For each skew, we run each algorithm 10 times using a budget of $100. For each run, we generate a new synthetic dataset and plot a learning curve with test F-score as a function of total cost so far. Then, we compute the area under that curve and average over the 10 runs to get a final average F1 AUC statistic.

For both algorithms, instead of making a new decision at every timestep, each EAP is executed 50 times when it is chosen. While making a new decision at every timestep is more optimal, we execute EAPs in batches in order to reduce computational costs.

As before, we set the monetary cost of Crowd-Gen+ to be $0.15 per example and the cost of Crowd-Label-PredPos and Crowd-Label-Active to be $0.03 per example. Thus each
execution of Crowd-Gen+ costs $7.50 in total and each execution of either of the Labeling Primitives costs $1.50 in total. While these costs are not the same, part of solving the decision problem is to reconcile differing costs, and our MB-CB algorithms are designed to intelligently take these costs into account. We set the exploration constant to be $c_e = 1.0$ for both algorithms, thereby equally balancing between exploration and exploitation terms.

Figure 6.2 shows the results across the four domains in our dataset. We use standard error to show 95% confidence intervals. We see that MB-CB(Active) dominates MB-CB(Pos) in the “Health” and “Science” domains, and the two algorithms perform about the same in the other two domains. This result is surprising, because MB-CB(Pos) uses a primitive designed specifically to locate positive examples, and yet it does no better than MB-CB(Active), even at high skew. To find out why, we investigate the behavior of the two algorithms by comparing how often they execute Generation Primitives versus Labeling Primitives. Intuitively, because the goal of Crowd-Label-PredPos is to find positive examples, the cost of a positive from Crowd-Label-PredPos should be lower than the cost of a positive from Crowd-Label-Active, and therefore MB-CB(Pos) should execute more Labeling Primitives and fewer Generation Primitives than MB-CB(Active). We investigate the behavior of the two algorithms when skew is 999, which is when positive examples are most important and we would want EAP-CP(Pos) to be most helpful. Surprisingly, Figure 6.3 shows that across all domains, MB-CB(Pos) actually executes fewer Labeling Primitives and more Generation Actions than does MB-CB(Active) until the budget is almost exhausted, when in some cases MB-CB(Pos) begins to start using more Labeling Primitives. Diving in deeper, Figure 6.4 shows that MB-CB(Active) actually obtains many more positive examples from Labeling Primitives than does MB-CB(Pos). Again, only when the budget is nearly exhausted does MB-CB(Pos) begin to be able to find positive examples. We conclude that classifiers are unable to distinguish between classes early during learning, because otherwise MB-CB(Pos) would be able to identify positive examples. Our results show that whether Crowd-Label-PredPos has benefits over the time-tested Crowd-Label-Active is unclear, because by the time classifiers are more competent at identifying positive examples, explicitly finding such exam-
Figure 6.2: MB-CB(Active) outperforms MB-CB(Pos) in all skew settings when training classifiers to identify “Health” headlines, and shows similar performance for the other domains.

...amples may be less impactful, because additional positive examples are most useful when they are difficult to find.

6.4.4 MB-CB and MB-T

In order to answer our third experimental question (how do MB-T and MB-CB compare against state-of-the-art baselines and are they able to adapt to varying skew and make intelligent decisions), we restrict our attention to algorithms that only choose among a Generation Primitive and a Labeling Primitive, because switching among these two types of EAPs is the most critical tradeoff that an algorithm must make in order to achieve robustness to skew. In particular we will compare algorithms that use Crowd-Gen+, the most crucial Generation Primitive, and Crowd-Label-Active, since we have shown that it works better than Crowd-Label-PredPos. We compare MB-CB(Active) and MB-T(Active) against two simple baselines, Round-Robin and Label-Only(Active), and two state-of-the-art algorithms, GL and GL-Hybrid [11].
Figure 6.3: When the skew is 999, MB-CB(Active) executes Labeling Primitives more often and Generation Primitives less often than MB-CB(Pos).

Figure 6.4: When the skew is 999, MB-CB(Active) surprisingly obtains more positive examples from Labeling Primitives than does MB-CB(Pos).
Baselines

GL (Guided Learning) [11] tasks workers with generating examples at a specified class ratio. We implement this baseline by having GL simply cycle between executing Crowd-Gen+ once and Insert-Random-Negative 3 times in order to match the ratio that we use in MB-CB(Active) and MB-T(Active). GL does not execute Crowd-Label-Active. GL-Hybrid [11] begins by executing GL. After every action, it estimates the classifier's performance using cross-validation and constructs a learning curve. It then estimates future expected gain in performance by estimating the derivative of the learning curve at the last computed point. When the derivative drops below a threshold, it switches to executing Crowd-Label-Active and never executes GL again. We set the threshold to be 0.00005 as suggested by Attenberg et al.

Round-Robin simply cycles between GL and Crowd-Label-Active. While a non-adaptive and unsophisticated baseline, Round-Robin does have some nice properties. Intuitively, statically alternating between the two possible primitives means that the number of times that Round-Robin will take a suboptimal action is bounded. Furthermore, because Crowd-Gen+ may raise recall, Crowd-Label-Active may raise precision, and F-score is maximized when recall and precision are equal, alternating between these two EAPs may be an effective way to increase F-score. Our other simple baseline, Label-Only(Active) only executes Crowd-Label-Active and never uses Crowd-Gen+.

Synthetic Data

We first present results using the synthetic datasets that we construct. We then present results using real crowdsourced data in the next section. We use the same metrics, costs, and execution batching as in Section 6.4.3 to compare algorithms.

Figure 6.5 shows the results. We first observe that Label-Only(Active) achieves high F1 AUC in low-skew environments, but also produces training sets that are unable to train anything in high-skew environments. We expect this behavior, because while labeling is an
effective strategy in low-skew environments, it is ineffective by itself in high-skew environments when it will almost never find any positive examples.

Next, we observe that \texttt{GL} performs extremely poorly in low-skew environments. This result is unsurprising for primarily two reasons. First, \texttt{GL} does not utilize any Labeling Primitives, which are essential in low-skew settings and useful in high-skew settings after initial training. And second, in low-skew settings, \texttt{GL} also acquires many noisy negative examples from \texttt{Insert-Random-Negative}, which prevent quick improvements in performance.

Next, we observe that while \texttt{GL-Hybrid} improves upon \texttt{GL}, the improvement is not substantial. \texttt{GL-Hybrid} has a number of weaknesses. First, it is difficult to set the threshold parameter. Second, the estimations used to compute whether to switch to active learning can be wildly wrong, causing the algorithm to switch from guided learning to active learning either far too early or far too late. For example, in a low-skew setting, \texttt{GL-Hybrid} may execute \texttt{Crowd-Gen+} for an extremely long time if the performance of the classifier consistently rises.

Next, we see that \texttt{Round-Robin} is not a bad strategy, achieving better results than \texttt{GL} and \texttt{GL-Hybrid} at low-skew, and \texttt{Label-Only(Active)} at high skew. Again, we expect such a result because the number of suboptimal actions that \texttt{Round-Robin} can take is limited.

Finally, we observe that \texttt{MB-CB(Active)} and \texttt{MB-T(Active)} are the best algorithms, as they are able to completely automatically eliminate excesses in low-skew environments while closely matching state-of-the-art baselines in high-skew environments. Overall, \texttt{MB-T(Active)} performs worse than \texttt{MB-CB(Active)}, and we attribute this result to \texttt{MB-T(Active)} not being as robust as \texttt{MB-CB(Active)} is to the batch execution of primitives that they utilize. Interestingly, we also see that \texttt{Round-Robin} often shows small but significant gains over \texttt{MB-CB(Active)} and \texttt{MB-T(Active)} at very high skew settings. We attribute these gains to the very high value of \texttt{Crowd-Gen+} in these settings.
Figure 6.5: Comparison of MB-T(Active), MB-CB(Active), Round-Robin, Label-Only(Active), GL, and GL-Hybrid on 4 domains with synthetic Generation Sets. MB-T(Active) and MB-CB(Active) both train better classifiers than the state-of-the-art baselines, GL and GL-Hybrid, across many domains and skew settings.
Figure 6.6: Comparison of MB-T(Active), MB-CB(Active), Round-Robin, Label-Only(Active), GL, and GL-Hybrid on 4 domains using Generation Sets with real data. MB-CB(Active) and MB-T(Active) both train better classifiers than the state-of-the-art baselines, GL and GL-Hybrid, across many domains and skew settings.
Real Generation Sets

Next, we run the same experiment, but instead of using a synthetic Generation Set from which Crowd-Gen+ samples, we use real data gathered from Amazon Mechanical Turk. For each topic, we ask workers to copy and paste a news headline from a news article that is an example of that topic. We gather 999 headlines for each topic and use these as the Generation Sets. We note that these new Generation Sets contain examples that are likely from a completely different distribution than the unlabeled corpus and test set.

Figure 6.6 shows the results. We use a log scale on the y-axis in order to more clearly show the differences between the algorithms. We see that many of the patterns from before remain. Label-Only(Active) performs well in low-skew environments, but eventually is unable to learn anything at the highest skews; GL is a strong strategy only in high-skew domains; and MB-CB(Active) and MB-T(Active) are still the most robust algorithms overall, with MB-CB(Active) averaging a 14.3 gain in F1 AUC over state-of-the-art GL-Hybrid across all skews and domains. Interestingly, Round-Robin no longer dominates and sometimes produces worse results than GL-Hybrid in low to moderately skewed settings, presumably because now that the Generation Set contains examples from a different distribution than that of the test set, Crowd-Gen+ produces less useful examples. Thus, Round-Robin’s repeated use of Crowd-Gen+ is very detrimental. In contrast, GL-Hybrid does better because it is able to switch from Crowd-Gen+ to Crowd-Label-Active more quickly than before, because the positive examples from the Generation Set provide a much milder performance boost. Of course, these results are dependent on the price of the the Labeling Primitives and Generation Primitives. We pay workers $0.15 per example for their generated examples, and we hypothesize that such a payment is probably much more than necessary. If we were to modestly decrease the cost of Crowd-Gen+ to $0.10, then strategies like GL-Hybrid, MB-CB(Active), and MB-T(Active) would likely do much better.
6.5 Related Work

6.5.1 High-Skew Active Learning

Many researchers have considered active learning in high-skew environments. Tropel [167] is a system that bootstraps visual detectors by selecting examples for crowd-labeling using a nearest-neighbor method. Similarly, Doersch et al. [65] use a nearest-neighbor method to iteratively bootstrap detectors for rare visual patterns in an unsupervised manner. Vijayanarasimhan et al. [229] introduce a method for training object detectors using a combination of keyword search and uncertainty sampling. Patterson et al. [166] model correlations between sparse image attributes in order to more intelligently ask the crowd about those attributes with the end goal of constructing a dataset with over 3 million object-attribute annotation pairs. Tomanek et al. [220] modify a query-by-committee approach to weight the importance of different classes. Bloodgood et al. [30] estimate skew by randomly sampling examples in order to set class-specific costs for the purpose of cost-sensitive SVM active learning. Zhu et al. [255] consider the effects of oversampling and undersampling during active learning. They also develop a bootstrap-based oversampling strategy. He et al. [84] propose an active learning strategy in which minority examples are assumed to be tightly grouped and can be more effectively sampled via a nearest-neighbor strategy. Li et al. [128] use two classifiers to predict whether examples belong to the minority class. Examples that are highly-uncertain according to one classifier and highly-certain according to the other are selected to be labeled. In a similar vein, Wallace et al. [232] label examples based on disagreement between two classifiers, one trained using labeled examples, and one that makes predictions using expert-provided labeled features.

Our contributions in this chapter are orthogonal to this body of work. Our goal is not to design a single new active learning algorithm. Instead, we recognize that there may be many such algorithms, each of which may be beneficial in different settings, and our goal is to be able to intelligently choose among them adaptively depending on the setting at hand.
6.5.2 Guided Learning and Example Generation

Attenberg et al. [11] propose guided learning in which humans can be directed to search for or generate positive examples. They show that in high-skew settings, guided learning is more effective than active learning, and guided learning followed by active learning is more effective than either guided learning or active learning in isolation. In contrast, we consider how to design algorithms that can dynamically adapt to various skew settings by choosing the best EAP to execute at every timestep.

Many researchers have used the idea of guided learning in various applications. Sculley et al. [189] implement guided learning to build models to identify bad advertisements. Sadilek et al. [186] use guided learning to build models for identifying Twitter tweets about foodborne illness. Wang et al. [233] consider how to crowdsource training examples for dialogue systems, by designing interfaces that enable workers to construct sentences that correspond to given semantic forms by paraphrasing sentences, scenarios, and lists that correspond to those semantic forms. Wang et al. [234] develop a grammar that maps semantic forms to English sentences, and then ask workers to paraphrase those sentences to generate a training corpus for semantic parsing. Zhang et al. [252] consider how to generate “syntactically similar” training examples for the task of visual question answering. Given a dataset of images and yes/no questions about those images, they balance the dataset by showing crowd workers image/question pairs and asking them to minimally modify the image so that the answer to that question flips.

In our experimentation, in order to compare algorithms for selecting among EAPs, we also develop worker tasks that instantiate guided learning for event extraction and topic modeling.

6.5.3 Heuristics for Identifying Positive Examples

Another way to ensure balanced training sets in high-skew domains is to use a heuristic to noisily label examples. In the field of information extraction, distant supervision [49, 156] is a
commonly employed strategy in which an existing knowledge base is used to label examples of text. If a relation between entities exists in a knowledge base, then any example that contains those entities is labeled as a positive example of that relation. Unfortunately, the assumption that the target concept is in a knowledge base is, in many cases, unrealistic.

Data programming [71] is a paradigm in which humans design domain-specific rules that can be programmatically used to label examples. Hoffmann et al. [89] design a system that allows both NLP experts and novices to create rule-based information extractors in one hour by guiding them towards promising rules. While data programming cannot be easily deployed across disparate domains, it is a strategy for obtaining examples, and can be considered an EAP.

6.6 Conclusion

We consider the problem of selecting EAPs in order to maximize classifier performance. After listing several existing EAPs and proposing some novel EAPs, we introduce two algorithms for the problem of selecting EAPs: MB-CB and MB-T. These algorithms work by computing the cost of obtaining a single positive example from each EAP and pick the EAP that has the lowest such cost. Because these costs can only be learned through execution of the EAPs, MB-CB and MB-T adapt multi-armed bandit algorithms for making the tradeoff between exploiting the EAP they believe to be cheapest and exploring the true cost of other EAPs.

Then we answer several questions about EAPs and the algorithms we present with experiments on real and synthetic datasets. We first show that gathering near-miss negative examples is not cost-effective compared to inserting random examples from the unlabeled corpus as negative. Then, we demonstrate that surprisingly, trying to label predicted positive examples actually results in finding fewer positive examples. In particular, during the early stages of training, Crowd-Label-PredPos is not as effective as Crowd-Label-Active at either producing good training data or producing positive examples. Finally, we show that unlike state-of-the-art baselines GL and GL-Hybrid [11], MB-CB and MB-T both have the ability to
adapt to domains of varying skew, with MB-CB yielding a 14.3 point gain on average in F1 AUC over 24 environments (6 domains × 24 skews) compared to GL-Hybrid.
Chapter 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

In this dissertation, we push forward the intelligent management of crowd-powered machine learning, by designing models and algorithms for the dynamic gathering of training and testing data. In the first part of the dissertation, we consider how to cheaply and accurately gather labels for testing purposes. Because test sets must be extremely clean, machine learning practitioners typically build and test several crowdsourcing workflows for their task, identify and redundantly deploy the single best-performing workflow, and then infer gold labels from the worker responses that are obtained from the various runs of that single workflow. We improve this process in two ways. First, we show that throwing away workflows in this manner is suboptimal, and design a model and agent for dynamically choosing the best workflow to deploy given the responses so far. Second, we design a model and agent for aggregating labels for tasks that are free-response, as opposed to multiple-choice. In both cases we show that our agent can improve accuracy and cut costs compared to state-of-the-art baselines.

In the second part of the dissertation, we move from the realm of test data to the realm of training data. We first consider the implications of the fact that unlike test data, training data does not have to be clean, because learning algorithms are often robust to noise. We investigate the tradeoff between accuracy (via relabeling) and size by analyzing how various properties of learning problems affect whether larger noisier training sets or smaller cleaner ones will train better classifiers. We find that expressive classifiers, moderately accurate workers, and small budgets favor strategies that do more relabeling. Then, we generalize active learning to allow for relabeling in a formalism we call re-active learning, and develop
algorithms for this new setting that outperform active learning baselines. Finally, we investigate how to collect a balanced training set, which can be difficult to achieve using standard crowd-labeling techniques if the domain is highly skewed. Given the ability to spend additional money to ask workers to generate examples of a minority class, we develop algorithms that can dynamically switch between generating and labeling examples and show that our algorithms outperform state-of-the-art baselines.

7.1.1 Guidelines for Crowd-Powered Machine Learning

We now list several key takeaways for the machine learning practitioners who wish to use the research in this thesis for their own practical applications.

1. Relabeling training data is not always the best strategy. Unless budgets are low, or classifiers are prone to overfitting, using free platform tools for quality-control (e.g., restricting the set of workers to those with 95% approval rating) in combination with unilabeling will work well.

2. Use the crowd to generate, not just label, examples. Many real-world domains are highly-skewed and learning would be impossible without the ability to generate positive examples. Use our skew-robust algorithms (Chapter 6) to switch between generation and traditional crowd-labeling. They are fast and effective.

3. EM-based models that account for task difficulty and worker skill are much more effective than majority vote at aggregating labels from tasks that have a single objective true answer. Use existing EM-based models when tasks have a finite set of possible answers (e.g., [242]), and our Chinese Restaurant Process-based model (Chapter 3) when tasks are open-ended.

4. Impact sampling (Chapter 5) can be an effective strategy for re-active learning given a lot of CPU time. However, time-tested vanilla uncertainty sampling (with no relabeling) [49] will work just fine if learning needs to happen quickly.
7.2 Future Work

We believe that this dissertation can spawn a long line of fruitful research. We are most excited about developing an agent that combines all the ideas in this dissertation into one decision-theoretic model in order to manage the entire machine learning pipeline, from the acquisition and labeling of training examples, to the self-testing and adjustment of hyperparameters.

Instead of managing each part separately by solving independent control problems, the agent should have a model that jointly considers the effects of possible actions on the entire pipeline. For example, spending too much money on labeling testing examples may result in having too little money for labeling training examples. Or trying out different workflows for labeling too often may hinder efforts to increase diversity through example generation. We separately considered the noise/quantity tradeoff and the class-diversity/quantity tradeoff, but all three properties of training sets should be considered at the same time. Such an agent might also merge ideas across problems. For example, perhaps the agent should dynamically switch between workflows for generating examples.

We also believe there are a number of related promising and impactful future research directions outside of the super-agent that we envision:

- We insist throughout the dissertation that if data is to be used for evaluation, its sole requirement is to be clean. While cleanliness is indeed the primary requirement, a good test set should satisfy other requirements as well. In particular, if we want to have a high confidence estimate of a classifier’s quality, not just an unbiased one, then the size and distribution of the test set are important. We imagine many of the techniques we use in the second part of the dissertation could be useful for designing models and algorithms for making tradeoffs between size, diversity, and noise when collecting data for testing. For example, perhaps the crowd can help produce examples that lie in under-tested areas of the distribution that the classifier is trying to learn.
• In Chapter 2, we manually handcraft a POMDP for the crowd-powered machine learning problem that we try to solve, just as Dai et al. [54] manually handcraft a POMDP for the crowd-powered machine learning problem that they try to solve. If in the future some AI non-experts want to use POMDP machinery to solve their new crowd-powered machine learning problem problem, they would also need to manually handcraft a POMDP, or more likely, hire an expert to do it for them. But all of these POMDPs would look very similar, because they would all need to reason about answers, workers, tasks, and other components related to the process of crowd-powered machine learning. We imagine a system or programming language that allows AI non-experts with no knowledge of probability or belief states to easily build POMDPs by specifying a workflow with choice points (e.g. get another label or submit final answer) that can be automatically optimized. Researchers have outlined and taken preliminary steps towards this vision [239, 238, 131], but much work remains in proving its worth and scaling it to larger and more diverse problems.

• The research in this dissertation focuses on agents that can affect the world in limited ways, for example by asking crowd workers to classify or generate examples of text. However, we believe machine learning has much potential if powered using richer interactions with both unskilled and skilled humans. The most impactful agents will be seamlessly embedded in our world, solving a wide variety of problems, both simple and difficult (e.g. driving cars). In order to create such agents, training examples may need to be more complex than simple images or text. For example, training sets for a household assistant might include videos of humans cleaning bathrooms or walking dogs. Are videos necessary, or would images of a sequence of steps suffice? Relabeling might involve agents proposing actions to trusted authorities while working, just as medical interns might propose diagnoses to their attending physicians. Active and reactive learning become much more interesting with a broad variety of possible training examples.
• When active learning and re-active learning can manipulate the world in more impactful ways, how can an agent reason about the real consequences that may occur? For example, how does an agent identify actions that are potentially problematic, and when it does, how should it proceed? An agent that is trying to get better at reading different kinds of fonts around the house should not ask random crowd workers to label an image of a credit card. This problem is the one of “safe exploration” in Safe AI/Reinforcement Learning [5][224]. One way to approach the first part of this problem (identifying problematic actions) is to train a problem predictor, by asking the crowd to generate scenarios in which actions may have high variance or high negative rewards. For example, for an agent that learns primarily through vision, we could ask the crowd to provide example images from the web that should not be shared. Another issue agents must be able to reason about is how often they should ask for help from its owner versus the crowd. This problem is the one of “scalable oversight” [5]. One possibility is the agent can ask for feedback from its owner before it executes every single action. But such behavior is clearly suboptimal, since the crowd can also be used as an on-demand resource when the agent determines that it does not necessarily need to bother the owner, and instead asking for help from a slightly less trusted source (like the crowd) would suffice. How often an agent should query the crowd probably depends on the preferences of the owner as well as the domain, which can be modeled and learned. As a starting point, the crowd can provide data to bootstrap generic algorithms, for example by answering hypothetical questions about how often they, as an owner, might wish to be queried, or providing ways of obscuring images so that they may be safely shown to others.

• All the research in this dissertation assumes that more learning is always valuable. But in many cases, the cost of learning may be too high to justify continued learning. For example, a medical assistant bot that cannot substantially increase its performance on identifying malignant tumors may be better off learning about warning signs of septic
shock. While researchers have looked at this problem in the context of planning [132], understanding this question in the context of learning is important as well. One way to approach this problem is to use heuristics to cut off learning when an agent’s learning curve has converged. A more principled way is to use decision-theoretic machinery like POMDPs to model the tradeoff between continuing to learn a concept versus switching to a new one, but all POMDP models require utility elicitation, a difficult problem. Yet another way is to train a system that determines when learning should stop. This system could be trained by asking the crowd to label scenarios in which learning should stop or continue. More concretely, one might be able to show the crowd learning curves and ask them questions like “Which curve looks like it has the most potential to increase?” The crowd could also be asked on-demand by the agent whether it should move on.

We believe that a world in which machines can work side-by-side with humans, learning from them, teaching them, and cooperating with them, is a world in which we will be able to more quickly advance society. We hope that this dissertation provides a solid foundation upon which future work in pursuit of that world can easily grow.
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